The Shape of our Intentions
1. Introduction
A generally accepted form of explanation explains the behaviour of a system in terms of beliefs, desires, etc. that are attributed to the system. We may describe such explanations as being of an ‘intentional’ form because they appeal to an ontology that contains intentional objects. Systems whose behaviour is properly explicable in this way are said to be intentional agents. Of course, this form of explanation has been felt to be particularly apt for explanations of human behaviour – humans being the paradigm case of intentional agents – though even this has become controversial. We know that the Churchlands believe that the intentional form of explanation for human behaviour, which includes our ‘folk psychology’, is a form of explanation that needs to be eliminated because it is frankly erroneous.
 On the other hand, Dennett has argued that even if we do not consider intentionality to be a form of description corresponding to some sort of real metaphysical category of Nature we are still justified in proposing explanations of that form – even for the behaviour of non-human systems.
 We shall not explore these issues here. 

What we shall rather be interested in is to discover just how much is assumed about the nature of intentional agents by our explanations in the intentional form (from now on, ‘intentional explanations’). It turns out that we seem to have a fairly sophisticated model of such an agent that guides our intuitions about the behaviour of others (and of ourselves).

2. Objects Implicit in Intentional Explanations
Intentional explanations, we have said, are those that appeal to intentional objects such as beliefs and desires. But those sorts of intentional objects are not the only sorts of objects in the implicit ontology for such explanations. Amongst the other objects that seem to be required for a coherent explanation of that form are various capabilities or powers of the system. To see why this is the case, consider the structures of intentional explanations of the behaviour of some system. 

The simplest typical structure of an intentional explanation is probably something like this:

a. The system has a set of beliefs about the way things are.

b. The system has a desire that things should be some way.

c. The system has selected an action that it believes will change the way things are so that its desire can be satisfied.

d. The system has performed that action.

An intentional explanation that shows a structure of this general kind will usually be deemed sufficient to explain an action, but would generally be felt not to be adequate to describe the operation of an intentional system. Interesting intentional systems, like humans (and unlike thermostats), have more than a single desire. A structure of intentional explanations that acknowledges this fact can be easily formed from the structure just given by replacing the element b with two other elements; thus:

b1. The system has a set of desires that things should be some way.

b2. The system has selected one desire to act upon.

We observe that there are obvious explanatory gaps in these structures, or, more accurately, we observe that it is obvious that intentional explanations that show such structures may have explanatory gaps. There are three such gaps that are significant for us. 

First, in order to get from having selected an action (in step c) to performing that action (in step d) we need to have attributed to the system the capability of performing an action that it has selected. We do not wish to suggest that this power is identical with any other hypothesized faculty of the intentional agent, so for the time being we will refer to this capability as the First Intentional (1st i-)Power of the system. It – or some effective equivalent – must be a part of the assumed ontology of an intentional explanation. The exercise of this 1st i‑power we may call a First Intentional (1st i‑)Act.
Second, in order to go from having a desire (in b or b2) to selecting an action to satisfy that desire (in c) we need to have attributed to the system the capability of making the selection, and we may naturally ask: what is it that enables this selection to be made and what are the operating principles of the selection? It has been argued that, by its very nature, an intentional explanation requires the assumption that the selection of an action is made for ‘good reasons’,
 and if we accept this then it follows that there is an implied ontology that includes some sort of power whose operating principles are those that conduce to ‘good reasoning’. It would be natural to call this the reasoning power of the system, but for the time being we shall refer to it as its 2nd i-power, and to its exercise as a 2nd i‑act. 

Finally, we may identify an explanatory gap in the move from having a set of desires (b1) to selecting just one such desire to satisfy (b2). Here, too, just as in the case of the gap between b2 and c, we need to have attributed to the system the capability of making the selection; and here, too, we may naturally ask: what is it that enables this selection to be made and what are its operating principles? It is this capability that ultimately determines the action of the system, in the sense that it determines the goal that the system is taken to be attempting to achieve. We shall call it – for the time being – the 3rd i‑power of the system; and its exercise we shall call – also for the time being – a 3rd i‑act. 

According to this analysis of intentional agency the relationships between these objects in the simplest interesting intentional agent may be described by the following structural diagram.
Fig.1:
Intentional Structure 1
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3. Generalising the Structure of Intentional Explanations
3.1. The Basic Structure
We can use this analysis of the necessary parts of an intentional system to give an explanation of Bob’s action of filling a glass with water. An intentional explanation of Bob’s actions would suppose that he was thirsty, and that therefore, amongst many other desires (b1), Bob had a desire to slake his thirst. By the operation of his 3rd i‑power Bob selected that desire as the motive for action (thus achieving b2 in a 3rd i‑act). Having made this selection Bob’s 2nd i‑power provided a solution to the problem of how best to satisfy this desire. It came to him eventually that, if he filled his glass with water from the tap and drank from this glass, his thirst would be slaked. This action was selected in an 2nd i‑act (c). Bob’s 1st i‑power then caused that action to be performed in a 1st i‑act (d).

3.2. Hierarchical Structure
An explanation with that structure can be given for most actions, but there is reason to believe that there is much more general structure that can be discovered. 

3.2.1. Sequences of Desires

It is normal for us to claim in our explanations that the desire to do something was a desire to contribute to the satisfaction of some other desire. One can see how, in the example of Bob’s action, an intentional explanation of Bob’s filling the glass would attribute to Bob a desire to have a glass full of water, and that the having of this desire could naturally be explained as a consequence of having a desire to slake his thirst, and of following a plan of action that would lead to the satisfaction of that desire. What seems to be happening in this case is that a sequence of desires is generated such that the satisfaction of any desire in the sequence would contribute to the satisfaction of the desire that preceded it in that sequence. The final term in such a sequence is reached when the desire is one that can be immediately acted upon. Thus the sequence for Bob would continue: ‘fill a glass with water’, ‘pick up a glass’, ‘reach out and grasp a glass’, ‘find a glass’, ‘look about for a glass’; at which point Bob begins to swivel his eyes about the kitchen looking for a glass.
 I think that the simplest satisfactory refinement of the intentional structure in Fig.1 within which such a process could be implemented is described by the following diagram:
Fig.2:
Intentional Structure 2
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In this diagram the question “1st i‑do?” is asking whether the intended action can be realised by the 1st i‑power. If it can be then the intended action is so realised; if it cannot be then the intended action becomes a more immediate desire that the system seeks to satisfy. Note that for the decision to be made all that is required is that the 1st i‑power fail to apply: it is not required that the system be able to represent the potentialities of the 1st i‑power. This cycle of hypothesis and query continues until an action is produced. 
This is not quite all that we have to describe however, because we have not made it clear that the intended action does not merely replace the original motivating desire when the decision goes against it, but places itself in subordination to it. Moreover, our diagram ought to make it clear that the desires that are distinguished by the relevant i‑powers are not fundamentally separated from the other desires of the system. One way of showing this is as follows:
Fig.3:
Desire Structure 1
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This diagram shows the hierarchical relationship of selected and consequently created desires. If we are willing to entertain the notion that desires in general occur as members of chains of desires, each desire having desires that are subordinate to it, and each being subordinate to other desires (where the subordination of X to Y is to be understood as the indicating that the satisfaction of X is valued just in so far as it contributes to the satisfaction of Y), then we may wish to diagram the structure of relationships of the desires in the desire box. I suspect, however, that such a description would only really be useful when we have a specific set of related desires in mind. We really have no grounds to think that the general structure can be usefully displayed. For example, there may be a single desire to which all others are subordinate, but there is enough disagreement on this point in the philosophical literature to suggest that the number of nonsubordinate (root) desires is not a priori knowable. And, there may or may not be desires that are immediately subordinate to several other desires. And there is no reason to think that cycles do not occur. And so on. 
3.2.2. Desires and Plans

Now, the scheme just outlined proposes that the intentional agent constructs a sequence of subordinating desires with the sequence ending with an immediately 1st i‑actionable intended action. It is easy to see, however, that this model of intentional action will fail to represent some important features of intentional action which appear in intentional explanations. Bob, in the example, we have supposed generates a sequence beginning with “I want to slake my thirst”, progressing through “I want to fill a glass with water”, and finishing with “I want to look about the kitchen for a glass”. But what happens after Bob performs a 1st i‑act to realise the final member of this sequence? Having located a glass, do we want to claim that Bob then has to construct an entirely new sequence of desires in order to get from “I want to slake my thirst” to “I want to reach out to that glass”? Of course not. Our claim would naturally be that Bob has a plan of action which will satisfy his initial desire (to slake his thirst). Bob’s desire to look about for a glass is just part of a desire to carry out a plan: “to look about for a glass, to reach out for a glass, to grasp the glass, …, to put the glass down”. And this desire is subordinate to a desire to carry out a plan: “to find a glass, to fill it with water, …, to put the glass away”. And that desire is subordinate to other desires to carry out other plans in a sequence whose first element is Bob’s desire to slake his thirst.

This observation suggests that a plausible explanation of intentional action would acknowledge the coordination of desires (intended actions) into ‘plans’ which are desired courses of actions. On the other hand, it would not be useful to consider the plans as individual actions - as if we could say that Bob had a desire to perform the action “look for a glass and pick it up and take it to the tap and … and put it down”. One important reason to insist upon the individuation of intentional actions is that our explanations of the generation of subordinate plans appeal to these individuated elements in subordinating plans. For example, Bob conceives a plan that includes the intended action of filling a glass with water, but to do this Bob has to find a glass and take it to the tap and turn the tap and so on, so Bob has to generate a plan coordinating several more specific actions in order to perform the single action of filling a glass with water. And when we give an intentional explanation of why Bob is taking the glass to the tap we still appeal, as we did previously, to Bob’s desire to perform that individual action. Similarly, when we wish to explain why Bob reaches out to grasp the tap, we appeal to his desire to perform the action of ‘turning on the tap’, and we hypothesise that the action of reaching out is part of a plan by which that can be achieved. And so on in both directions. Of course the lowest level plan is one in which all the intended actions are immediately 1st i‑actionable.
An appropriate diagram to describe this situation would be:
Fig.4:
Desire Structure 2
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Condition 3 says that each plan can be viewed as being partitioned into so many sequences of consecutive desires where each sequence is composed of desires subordinate to a single member of the subordinating plan (and no two distinct sequences are subordinate to the same member.) It’s easier to see what this means diagrammatically. Thus, for two plans, Pi-1 and Pi, where Pi is subordinate to Pi-1, the pattern of relationships between the component desires (intended actions) can be described by:
Fig.5:
Desire Structure 3
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Presenting the scheme in this way shows how the description of a hierarchy of plans may be a bit misleading. In this presentation it appears that all subordinating sequences of desires (like D0 > … > Di-1,1 > Di,1) are of the same length, and this may suggest that there is a level at which all the intended actions are 1st i‑actionable and that at higher levels than this there are no 1st i‑actionable intended actions. But we need not believe this to be the case. There is no reason not to allow that, say, Di-1,1 is 1st i‑actionable but Di-1,2 is not. In that case in the plan Pi subordinate to plan Pi-1, Di-1,1 generates just one subordinate intended action, Di,1, which is identical to Di-1,1. 
3.2.3. Traversing a Tree of Desires 

The notion that our desires are coordinated as plans is implicit in much of our reasoning about and expectations of intentional action, but the abstract presentation of this idea above has characteristics that may mislead as to the actual process of intentional action. In particular, though we may find it to be a perfectly reasonable way of explaining completed actions, it hardly matches the explanations that we would give of most intentional actions while they are actually being performed, for it suggests that the intentional agent generates a plan to satisfy a principal motivating desire complete to the lowest levels, in which each coordinated desire is an intended action that is 1st i‑actionable. This is quite counter to our usage. For example, we may say that Bob is looking for a glass as part of his plan to slake his thirst, and we see that Bob is swivelling his eyes about the room, but we would not think of claiming that Bob has a completely formed plan of action at the lowest level whose completion will satisfy that desire. Bob, we are more likely to claim, has a general idea that he wants a drink, and has a general plan for filling a glass with water and drinking from it, and has a more specific plan of looking for a glass and picking it up and turning toward the tap, but he may have no more specific plan to get to the tap and turn it on and so on. And although he is currently swivelling his eyes about the room and may have a plan to turn towards the tap eventually, we do not attribute to him any plans with respect to the foot upon which he will pivot when he turns towards the tap. 

In fact, in general, in our intentional explanations we do not suppose that complete plans are formed much before they become immediately 1st i‑actionable, and we do suppose that the further in the future a plan is set the less detail is likely to be in it. I think there is a very obvious process of desire generation which could explain this fact about intentional agents and their desire structures. We need only suppose that the desire generator always operates upon the leftmost desire that is not 1st i‑actionable and generates a plan for its satisfaction, and takes 1st i‑action as it comes to each appropriate intended action.
 We can visualise this process as traversing a tree of desires from left to right. The method of traverse is such that whenever a desire in a plan that is 1st i-actionable is reached a subordinate plan is generated and the desires that are coordinated in that plan are traversed. When the end of a subordinate plan is reached the traverse recommences with the desire following the desire in the initial plan which prompted the generation of that subordinate plan. A schematic example to indicate this process follows:
Fig.6:
Desire Structure Generation (with Traversal)
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The new D2 is 1st i-actionable so traverse through to D4. That is 1st i-actionable so traverse to D5 (previously called D3). It is 1st i-actionable so the action plan is complete.
3.2.4. Trimming a Tree of Desires 

The picture in fig. 6 (4) is open to a similar objection to that levelled against the picture of the intentional agent in fig 5. It appears to claim that the desire structure of the agent at the completion of a plan of action includes the desires to commit all the actions which contributed to the completion of that action. But I think this is unlikely. We may have the memory of those desires, but they are hardly to be counted as desires once they have been achieved. When one explains that Bob pivots on his left heel because he wishes to orient himself before he kitchen bench before putting down his glass, we do not claim that Bob continues to have the desire to swivel his eyes about the room to look for a glass. That desire disappears once he has achieved it, and our explanations of his present and future actions do not refer to it. Similarly, once he has looked for a glass by swivelling his eyes and turning his head and focussing upon a discovered glass, the desire to ‘look for a glass’ disappears because it has been achieved. 
In general, whenever a desire has been achieved that desire is removed from the desire structure, and a desire is achieved if all its subordinate desires are achieved.
 The process in fig. 6 therefore looks more like this:
Fig.7:
Desire Structure Generation (with Traversal and Trimming)
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D1 is 1st i-actionable so achieve it and delete it. This also achieves the desire to which D1 and D2 were subordinate, so delete that too. Then traverse to D2. It is not 1st i‑actionable so a plan is generated below it.
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The new D2 is 1st i-actionable so traverse through to D4, achieving and deleting in the process. Then traverse to D5.
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D5 is 1st i-actionable so the action plan is complete and all the desires pictured are deleted.
3.2.5. Backtracking 

This is probably a quite satisfactory model for the usual examples that we use to discuss our intentional acts: it can cope well with acts which proceed pretty much, as we say, ‘according to plan’ and without a hitch. But there are also occasions when things do not go so smoothly for us, when our plans fail in one way or another and we have to take account of those failures in the continuation of our actions. In such cases our explanations tend to suppose that we revert to a set of desires from which the failed set were derived to begin our reconsideration of our plans. This is a type of backtracking, and we have to be able to account for explanations that appeal to it in our model of an intentional agent. 
Now, although I spoke above of a simple failure in the plans, it seems to me that there are two distinct ways in which plans can fail. The following examples will show what I mean.
a. Failure to Achieve

Consider the following situation. Bob decides he needs a glass to put water in so that he can take a drink and slake his thirst, and so he looks about the kitchen where he is to find a glass. But there is no glass in plain view. Therefore he decides to look in the cupboards, which he does, and there he finds a glass. Our explanation for such behaviour, which is so natural that it almost becomes a part of the description of that behaviour, is that Bob desires to find a glass, so he forms an intention to look about the room and find a suitable glass; he then does look about the room, swivelling his eyes about the room, turning his head towards glass-candidates, and focussing upon discovered glasses. But there are no discovered glasses so the plan is a failure and the desires created are unfulfilled, and the desire to find a glass is also unfulfilled. Therefore Bob comes up with another plan of action that may satisfy that latter desire. This new plan generates intentions to step towards the cupboard, open the cupboard, and so on. This plan he begins to put into operation. It is clear that we take the desire to find a glass to be somewhere in the background and with every failed attempt to realise this desire the agent, Bob, begins again to consider his options beginning from that desire. 
In general, therefore, we may assume that our explanations of actions can appeal to a type of backtracking, so that plans that are generated below a desire which fail to be achieved lead to replacement plans to be generated below that desire until the desire is achieved. A diagrammatic illustration of this process follows.
Fig.8:
Desire Structure Generation (with Traversal, Trimming, and Backtracking(a))
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Begin to traverse again from the new D0. Continue until the tree is traversed. 
The intentional structure that this suggests is something like that in the following diagram. Note that for the sake of simplicity, I have reverted to the supposition that the 2nd i-power gives rise to individual intended actions rather than plans of actions, and I’m not diagramming either the fact that the intended action/plans are part of the desire structure (see fig. 4.)
Fig.9:
Intentional Structure 3
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[The barred circle indicates that the intended action which fails becomes a constraint upon the operation of the 2nd i-power.]
b. Failure to Progress
So much for that way of failing; but, as I said, I think there is another way to fail. Maybe, after some consideration (and maybe after trying and failing with several plans to get hold of a glass,) Bob concludes – in whatever way such conclusions may be reached – that there is no way tÿÿÿÿalise that desire (perhaps he comes to believe that there are no glasses in the house.) Bob is still thirsty but now any plan to slake his thirst will have to be one that doesn’t involve a glass. He formulates a new plan and acting upon it he promptly goes to the fridge and grabs a can of beer. 
In the situation in which Bob found himself he had a desire and a plan to satisfy that desire, but one part of the plan could not be expanded into a plan for its satisfaction. There was a desire that was a coordinated part of that plan that could not be fulfilled. Therefore Bob had to set aside the plan which required the satisfaction of that desire (find a glass) as an intermediate step and begin again to generate new plans for the satisfaction of the parent desire. A diagrammatic illustration of this process would be something like the following.
Fig.10:
Desire Structure Generation (with Traversal, Trimming, and Backtracking(b))
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Begin to traverse again. Continue until the tree is traversed. 
The intentional structure that this suggests is something like that in the following diagram.
 

Fig.11:
Intentional Structure 4
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3.3. Recursive Structure
Retain, for the present, the simplifications mentioned previously. Consider again the case of Bob getting himself a drink. Part of the action that he decides upon is to fill his glass from a tap. If, however, he knows that Carol, his good friend, is having a shower at that time, he will probably not decide to fill his glass from the tap, because to do so would cause her pain or discomfort. He will therefore decide upon some other means of getting a drink that an observer would notice is not the most obvious method – such as taking a jug of water from the refrigerator. An attempt to explain that choice – or to explain in general the choice of one particular action from a range of actions that could also have satisfied the posited desire – would naturally refer to Bob’s other desires as relevant to that choice. One of his other desires, it would be supposed, is to be nice to Carol and to treat her well, and using the tap would go against that desire. This observation suggests that an intentional system of Bob’s complexity exercises its 2nd i- power with reference to constraints set by the system’s entire set of desires and not just the one selected as a motive to action. 

Fig.12:
Intentional Structure 5
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4. Some Comments on the Hypothesized Models 
4.1. Limitations to the Models
Doubtless there is much one could say in the context of the model described in fig. 7 about the existence of preferences amongst desires and what that could amount to, but we need not have that discussion now. Similarly we decline to explore the many refinements and elaborations that suggest themselves as improving the potential for the derived model in fig. 6 to ‘truly’ describe our performance as intentional agents. We may, for example, doubt that the generation of subordinate plans is restricted to the plan subordinate to just the leftmost incomplete plan. A more significant omission is any consideration of how the intentional agent may be engaged simultaneously in several plans, or the several ways in which the execution of a plan may be interrupted. (For example Bob may have been about to drain his glass when there is a knock on the door, and he answers that call before taking his drink of water.) It is sufficient for our purposes if none of these areas of incompleteness appear to be the sort of thing that the hypothesized model could not be modified to deal with.

The point of this and the previous sections has certainly not been to give a complete analysis of the constitution and operation of any possible intentional system, or of an intentional system, but to indicate the ways in which the types of intentional explanations that we apply to ourselves and others can be used to derive a description of the implicit model of intentional action to which we appeal when we essay such explanations. There are naturally limits to how much we can claim for the models that are derived in this way, and one of the limits surely is that the evidence of all the intentional explanations is consistent with many different models. We have had occasion to remark upon this in the specific case of the process of tree traversing, but the point will apply to all the supposed processes. Consequently, we can only argue in support of the models presented that they seem to be the most natural interpretation of those explanations, and that they seem naturalistically plausible in themselves. Moreover the models are presented in general terms that are consistent with a range of specific models.

4.2. Normativity and the Models
The models are supposedly derived from intentional explanations, but it may be asked whether these models are normative rather than explanatory. Is it not perhaps the case that we call a thing an intentional agent just in so far as it seems appropriate to us to use those particular forms of explanations in order to talk about its behaviour, and therefore an intentional agent must have the intentional structure that we derive from those explanations? The question is analogous to the question of just how irrational we can be and still be accounted rational/intentional agents. Just how different from our own system, or rather, from the system implicit in our intentional explanations can a system be supposed to be and still count as intentional? We have seen that empirical investigations have established that our rationality is very far from perfect and yet we continue to think of ourselves as rational. It would be prudent to be prepared for empirical investigations to demonstrate that our self-image as intentional processors is also at some remove from the reality.
It seems to me that if the behaviour of a system cannot properly be explained by explanations of the form from which we could derive the intentional structure in Figure 1 then I do not think that the system could properly be called an intentional agent. But that’s probably about as far as the normativity extends. The alternatives canvassed in the just preceding section are all possibilities that we would be happy to allow in intentional agents. A Martian could be an intentional agent even if it was quite uninterruptible, or if it really made complete plans of actions before it moved, or if it had to restart its planning at the achievement of every lowest level desire, or etc. It’s rather like saying that the design of a car is normative in so far as it declares that the thing is to have 4 wheels and an engine and a steering system. All the rest is optional. 

5. An Application of the Hypothesized Models 
There’s no point in making these sorts of models unless they can be used for something. Here’s a philosophical application.

5.1. Identifying the Will
Consider again the action of Bob that we began with: when Bob fills his glass from the tap in order to get a drink of water, we say that he has performed an action, and we say that part of the cause of this action was that Bob willed it. Explanations which appeal to the Will of Bob also tend to refer to the beliefs and desires of Bob and the reasoning by which he arrived at the plan of action that could satisfy his desire. Such explanations are thus explanations that refer almost exclusively to objects that define the explanation as being in intentional form, the one exception being the Will itself. It therefore appears that the Will is supposed to be an object in the ontology of an intentional explanation. How, then, is this object related to the objects that have been identified above as elements of the ontology implicit in intentional explanations?

The obvious first step in finding an answer to this question is to ask what the nature of the Will is assumed or declared to be in the relevant literature. Unfortunately, even a cursory examination of this literature reveals that there is not much agreement on the nature of the referent of the term ‘Will’. Aristotle, for example, spoke of proairesis, or choice, as a “deliberate appetition of things that lie in our power.”
 According to Descartes, the will “consists simply in the fact that when the intellect puts something forward, we are moved to affirm or deny, or to pursue or avoid it in such a way that we do not feel ourselves to be determined by any external force.”
 Hobbes argues that “In deliberation, the last Appetite or Aversion, immediately adhaering to the action or the omission thereof, is what we call the Will;”
 Locke says that ‘Volition or willing is an act of the mind directing its thought to the production of any action, and thereby exerting its power to produce it.’
 Kant claims that ‘Only a rational being has the capacity of acting according to the conception of laws, i.e. according to principles. This capacity is will.’
 And so on.
None of those versions of the Will – or many others that could be included in this list – correspond very well with the implied intentional objects that we have identified, and it is at least not obvious that they can all be plausibly identified with each other. We do recognise, however, that there are strong similarities amongst them. There is always some reference to the initiation of action, for example; and there is often an appeal to the action of reason; and there is usually some sort of acknowledgement of the role of desire. In fact, as this list suggests, what appears to explain the general similarity is that most of these versions of the Will conceive it to be constituted of some combination of the functions of the implied intentional objects together with some understanding, albeit usually merely implicit, of their operations and the relations that hold between them. 

The Will, then, if it is anything distinct and individual at all, seems on this showing likely to be equivalent to some construction of those implicit intentional objects. We should, of course, be prepared to recognise that some such construction is able to answer to all the purposes for which the Will has been proposed. That some such construction is possible, and the general form that it would take, is strongly suggested by the considerations in the previous section that led us to recognise that an interesting intentional system would have to be able to express the relevant hierarchical and recursive structures that we observe in applicable intentional explanations. A difficulty arises, however, from the fact that the construction suggested by those considerations, constituting as it would do the complete intentional system, includes rather more than we are willing to admit belongs to the Will. The difficulty is that it is not obvious that there is a coherent partition of any such construction that will give us just the attributes of the Will and no others (even supposing that we had some way of determining what those attributes ‘really’ were); and neither is there any good reason to suppose that any partition of that construction above the level of the elementary objects of which it is constructed would correspond to any faculty that we could identify in ourselves. 

If we are nevertheless determined to identify something as the Will, our best choice would seem to be one of the elementary implied intentional objects. It also seems clear that the 3rd i-power is the most plausible candidate. It is, for example, only this power that can plausibly be said to determine the intention of our actions. Of course, this is a thinner conception of the Will than is generally proposed, but we would expect that.
 (For example, the operation of the 3rd i-power does not require consciousness in the intentional system, whereas the Will is very often associated with awareness. It is this association that makes Libet’s famous finger-waggling experiment disturbing to some.
) Whether or not it is too thin to count as the Will is a matter for each of our intuitions. Those who judge that it is will have to come up with some alternative partition of the intentional system that is both coherent and plausible, or they will have to conclude that there just is no such thing as the Will. On the other hand, those who judge that it is not too thin will be prepared to accept the equivalence of 3rd i-power and Will Power, and of 3rd i-acts and Acts of Will. For them, in this sense, the Will is a necessary posit of any intentional explanation. 

6. Appendix 
6.1. Algorithm 1
3rd i-power selects desire D0 from desires {Di};

set k = 0;

1.
2nd i-power derives Intended Action IAk from beliefs {Bj}and desire Dk;

set Dk + 1 = IAk;
if 
(IAk is not actionable by 1st i-power)

then

set k = k + 1;

go to 1;


endif

1st i-power realises IAk;
6.2. Algorithm 2
3rd i-power selects desire D0 from desires {D}

Set P = <D0>
set k = 0

set n = 0

while
(k ≤ n)



while
(Dk is not actionable by 1st i-power)

2nd i-power generates plan P' = <D0', …, Dm'> from {B}and Dk;

Set P = <D0, …, Dk-1, D0', …, Dm', Dk+1, …, Dn>;

Relabel P = < D0, …, Dn+m>;

Set n = n+m



do

1st i-power realises Dk;
set k = k + 1;

do

6.3. Algorithm 3
In algorithm 2, replace

set k = k + 1;

by

delete Dk from P;
set k = k + 1;

6.4. Algorithm 4
3rd i-power selects desire D1,1 from desires {D}

set L = 1;

set iL = 1;

set nL = 1;

while (L  1)


while (iL ≤ 1)




while (DL, iL is not actionable by 1st i-power)

if (2nd i-power generates plan <DL+1,1, …, DL+1,nL>)
then


set P = <…, DL,iL, DL+1,1, …, DL+1,nL, DL,iL, …>;





set L = L + 1;




set iL = 1




else





for j = 1L to nL





delete DL, j;





set L = L – 1;





break;




endif



end


1st i-power realises DL,iL;

delete DL,iL;

set iL = iL + 1;

end

set L = L – 1;

delete DL,iL;

set iL = iL + 1;


end
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� Churchland (1988). 


� Dennett (1971).


� Dennett (1971) pp. 89 f.


� See Algorithm 1 in Appendix


� Here’s an example from Mandelbaum (p. 117): ‘In order to understand [a depositor’s] overt actions in entering a bank, filling out a slip, handing it to a teller, receiving notes and coins, and leaving the bank, we must view this sequence of actions as one internally connected series. … [W]hat connects the elements within the series is the person’s intention to withdraw money from his account, and this intention is not itself a directly observable element within the series’


� See Algorithm 2 in Appendix.


� See algorithm 3 in Appendix.


� An algorithm to cope with both forms of failure is listed as Algorithm 4 in the Appendix.


� Aristotle (1976) p. 120 (1113a12). Aristotle has no term closely equivalent to our ‘Will’, but his definition of ‘choice’ seems to incorporate most of the relevant factors that he considers in the course of chapter III (Book ) of the Nicomachean Ethics, where he is certainly talking about the Will.


� Descartes (1996) p. 40. 


� Hobbes (1996) p 36. 


� Locke (1975) p. ?


� Kant, I. (1959) p. 29. 


� In fact, it seems to be a return to the Aristotelian conception of hekousion, ‘self control’, with the same potential objection – if it is an objection – that even animals are capable of exercising this power.


� Libet (1985). Libet says "initiation of the freely voluntary act appears to begin in the brain unconsciously, well before the person consciously knows he wants to act!"
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