
Chapter Five

Logical Form
5.1. Introduction

The logical content of a sentence was defined above
 to be the object constituted of the certifying information encoded by the fixed structure of the sentence. It is clear that from this definition and from the results of the study of logical content and logical maps that followed we are justified in making several claims about the hypothesized object. Amongst these are the relatively trivial claims that logical content is associated with a sentence in a natural language, that it is related in possibly complex ways to the linguistic structure of the sentence, and that it accounts for the choice of appropriate formalization for that sentence in any logical system. Considering just these features of logical content, and considering them in the context of an essay in the philosophy of logic, we may come to suspect that logical content has some sort of relationship to ‘logical form’, which is one of the fundamental concepts in that area. In what follows we shall investigate the relationship that exists between these two concepts. In particular, we will consider the possibility that the concept of logical content is an element of an hypothesis to explain a class of observations about how language transmits information for which the various attempts at defining logical form are less precise hypotheses. 
There is, of course, no point in us talking about ‘logical form’ if what we mean by the term is not approximately (in some appropriate sense of “approximately”) what other theorists in this area mean by the term. One of our tasks will therefore be to clarify just what is generally understood to constitute logical form – or what constitutes the common ground, if there is one, in the class of concepts which go by that name. We have already made the implicit claim that we have a tacit understanding of what is meant by logical form when we said that knowing that a concept had certain properties was likely to suggest it was related to logical form. On that basis let us take the following as a rough and ready description of our preanalytic understanding of logical form. It is not to be taken too literally, and is not a definition. It simply restates what we think we know about logical form. 

PU.
The logical form of a sentence:

(1) is related to the linguistic structure of the sentence, and

(2) accounts for the choice of appropriate formalization for that sentence in any logical system. 

If we do want definitions, however, we can find them easily enough. Here are some of the ways in which others have summarised their understanding of logical form for the edification of others:

i. “The form of an argument expressed in a symbolic representation from the structure of which the reasoning procedure adopted is apparent. It is by reference to this structure that the argument is judged to be formally valid or invalid according as the reasoning procedure adopted is or is not such that, in general (that is, no matter what the subject under discussion) and given true premises, it will lead to a true conclusion. In order to give the form of an argument it is necessary to give a representation of the logical structure of its component sentences – to assign them a logical form. This representation is obviously required to be such that it makes the interdependencies of the sentences more evident, since one is interested in knowing how the truth or falsity of one bears on the truth or falsity of another.”

ii. “The logical form of a sentence – or of the proposition expressed by the sentence – is a structure assigned to the sentence in order to explain how the sentence can be used in logical arguments, or how the meaning of the sentence is built up from the meanings of its component parts. The translation of a sentence into logical notation is sometimes called its ‘logical form’.”

iii. “The form of a proposition in a logically perfect language, determined by the grammatical form of the ideal sentence expressing that proposition (or statement, in one use of the latter term).”

It is immediately clear that there are certain points of contact between these definitions and our supposed naïve understanding (PU), but collecting dictionary definitions is no substitute for investigating the historical sources of a concept, observing its current usage, and studying the theoretical explications given of it as a means of coming to understand what is really intended to be conveyed when the concept is referred to. Therefore we shall consider in turn what each of these sources has to tell us, beginning with a brief study of the historical sources of the concept of logical form.

5.2. The Historical Sources of the Concept of Logical Form
The modern concept of logical form is derived from the early philosophical work of Bertrand Russell. This is not to deny that there may be adumbrations of the concept in the works of earlier theorists, from Chrysippus to Peirce, but it is a claim that modern use of logical form derives only from Russell’s work and that that work does not refer to any such precedents. Nor is it, of course, a claim that Russell began the practice of transcribing natural language sentences into expressions in a formal language by which the logical properties of those sentences could be made explicit. Such transcriptions have been the norm since classical times (under a certain loose understanding of ‘formality’). Nevertheless it was developments in the understanding of such transcriptions that provided the foundation for Russell’s ‘discovery’. Those developments were primarily due to Frege.

5.2.1. Frege
In the latter part of the nineteenth century Frege attempted to create a language by which a user would have the capacity to communicate his intentions with perfect clarity.
 Others had attempted something similar – in particular, Leibnitz, with his fragmentary attempts at a lingua philosophica or characteristica universalis – but Frege’s version, his Begriffschrift or ‘concept-writing’, claims our attention principally because of two innovations he made which turned out to be fundamental to the development of modern logic. 

5.2.1.1. Frege’s Innovations
–.A. The Elimination of Subject-Predicate Form
In the first place, Frege breaks with the standard practice of logicians from the time of Aristotle onwards who took the subject-predicate structure of the linguistic expression of their judgements to be fundamental. For Frege, on the contrary, this structure was at best irrelevant:

A distinction of subject and predicate finds no place in my way of representing a judgement. In order to justify this, let me observe that there are two ways in which the content of two judgements may differ; it may, or it may not be the case that all inferences that can be drawn from the first judgement when combined with certain other ones can always be drawn from the second when combined with the same other judgements. The two propositions ‘the Greeks defeated the Persians at Plataea’ and ‘the Persians were defeated by the Greeks at Plataea’ differ in the former way; even if a slight difference of sense is discernible, the agreement in sense is preponderant. Now I call the part of the content that is the same in both the conceptual content. Only this has significance for our symbolic language; we need therefore make no distinction between propositions which have the same conceptual content.

The more general reasoning behind this position is that:

In my formalized language … only that part of judgements which affects the possible inferences is taken into consideration. Whatever is needed for a valid inference is fully expressed; what is not needed is for the most part not indicated either; no scope is left for conjecture.

–.B. The Introduction of Quantified Variables
In the second place, Frege recognised that the linguistic similarity between sentences involving quantifiers and sentences involving names was merely coincidental, and that the sorts of inferences that could be drawn from the proposition expressed by a sentence in which a quantifier occurred, when combined with certain other propositions, differed from the sorts of inferences that could be drawn from the proposition expressed by that sentence with a name replacing the quantifier. A systematic difference of this sort had to be accounted for by his language if it was to satisfy his stated aim of fully expressing whatever is required for a valid inference. He met this requirement by treating judgements of propositions involving quantifiers in terms of the new notion of a ‘propositional function’ – which, we should note, has no counterpart in the standard grammatical vocabulary describing our natural languages.

Suppose that a simple or complex symbol occurs in one or more places in an expression (whose content need not be a possible content of judgement). If we imagine this symbol as replaceable by another (the same one each time) at one or more of its occurrences, then the part of the expression that shows itself invariant under such replacement is called the function; and the replaceable part, the argument of the function.

Frege, adopting the usage of mathematics, expressed an indeterminate function of A as (A), and the relevant judgement he would write using his judgement and content strokes as 

|––– (A): 

In the expression for a judgement, the complex symbol to the right of |––– may always be regarded as a function of one of the symbols that occur in it. Let us replace this argument with a gothic letter, and insert a concavity in the content-stroke, and make this same gothic letter stand over the concavity: e.g.:




     a




|–––– (a)

This signifies the judgement that the function is a fact whatever we take its argument to be.

5.2.1.2. The Significance of Frege’s Innovations
According to Dummett: “The most general lesson which Frege derived from his discovery was a certain disrespect for natural language.” 
 Both innovations, we note, have the result of making the structure of the well-formed formulae of the logical system quite different from the structure of the sentences of the natural language for which the transcription into the logical system is supposed to fully express whatever is required for a valid inference. For example: 

[I]f (x) stands for the circumstance that x is a house, then





      a




|–|––|– (a)

means ‘there are houses or at least one house.’

Frege did not attempt to set up any sort of systematic equivalence between the logical system and the natural language: instead he seems to have been satisfied to consider them as two quite independent systems of expression, both capable of the same range of statements, but with the logical system having all the advantages of unambiguousness and clarity. As a consequence: “This state of affairs induced in Frege the attitude that natural language is a very imperfect instrument for the expression of thought.”

For those who thought that the equivalences between the logical system and the natural language could be reliably determined, Frege’s innovations marked a huge leap forward in the ability to logically analyze natural language sentences. This was especially the case for sentences with relational terms and multiple generality; as, for example, in the sentence ‘everyone loves someone’. Such sentences presented problems for the Aristotelian tradition with which mediaeval logicians had struggled to cope by appealing to complex doctrines of suppositio. 
 Moreover, Frege’s technique could express what was relevant for the valid inferences of both syllogistic logic and propositional logic. A measure of the success of this technique is that Frege could attempt to use it to express the reasoning by which mathematical theorems are proved. This was something notoriously beyond the capacities of previous logical formalizations. Aristotle, for example, thought that he had completely described all valid reasoning, but it has long been widely accepted that not a single theorem of Euclid could be expressed in syllogistic terms; and there is no evidence that the mathematical proofs with which Aristotle would have been familiar were more amenable. (Previous logicians had generally completely ignored the inability of their logical systems to cope with the field of mathematics – which is especially odd because mathematics had long been recognised as the primary realm of knowledge which can be gained by pure reason.) Because of the success of Frege’s technique it, or descendants of it, became the foundation for the logic which followed.

5.2.2. Russell
Russell’s role in the origin of the modern concept of logical form was to realise that there was a need for such a concept and to show how one might be constructed and understood. Prior to Russell there didn’t seem to be any very necessary work that such a concept could do. The explicit introduction of the concept and first use of the term ‘logical form’ can be traced to Russell’s 1914 book
 but the essential arguments which motivate its introduction and use were put forward somewhat earlier.

5.2.2.1. Russell on the Problem of Denoting Phrases
In his discussion of denoting phrases Russell proposed
 a method of interpreting propositions whose verbal expressions contain denoting phrases that he claimed would remove some of the difficulties which were found to affect other proposed methods of interpreting them. Russell’s method of interpretation is based on the use of propositional functions on variables and a set of rules which indicate how these propositional functions acting on denoting phrases are to be made synonymous with propositions in whose verbal expressions those denoting phrases do not appear. For example, in the simplest application, if C(x) is a propositional function in which x is a constituent then ‘C(everything)’ means ‘C(x) is always true’. For more complicated denoting phrases there are more complicated rules of synonymy. Thus: ‘C(a man)’ is synonymous with ‘ “C(x) and x is a man” is not always false’, and ‘C(all men)’ means ‘ “If x is human, then C(x) is true” is always true’, and so on. In characterizing his method Russell sets forth the principle “that denoting phrases never have any meaning in themselves, but that every proposition in whose verbal expression they occur has a meaning.”
 

Russell’s interpretation of propositions whose verbal expressions are sentences involving denoting phrases proceeds as a paraphrase of those sentences into new sentences of English rather than as a mapping – whether of the original proposition or of the sentence that expresses it – into an expression of some formal language which is claimed to be an improvement upon a previously accepted mapping. Nevertheless, we can hardly doubt that Russell had something like that in mind. Indeed, his mention at one point
 that the ambiguity of ‘primary’ and ‘secondary’ occurrences of denoting phrases is perhaps unavoidable in language but easily avoided in symbolic logic, indicates that Russell saw the paraphrase as marking a difference in the propositions or their associated sentences which could be directly read off from the appropriate formalisation. This being the case, it makes little difference to us whether the paraphrase in English or the improved expression of the sentence in a formal language was taken as primary by Russell. In either case we do not misinterpret Russell if we view his theory as claiming that there is a way of expressing the proposition or the sentence in a formal language which is more appropriate than the way which we would otherwise have chosen.

5.2.2.2. The Significance of Russell’s Treatment
Now, the significance of all this is that it has become conceivable – and even a defensible proposition – that the formalisation of a sentence that is the verbal expression of a proposition does not necessarily follow the grammatical structure of that sentence. With this realisation comes the recognition of a need for a concept by which to understand the different aspects of a sentence which have now been identified. One way of expressing this is to say that the concept and its label, ‘logical form’, are required in order that we may make the observation that “grammatical form misleads as to logical form.”
 More than this, Russell’s treatment also points to two important features which we shall see characterize logical form.

–.A. Logical Role
The first of these characteristics is suggested by some of the reasoning by which Russell justified his new interpretation. In the second of the puzzles which he sets as tests for the adequacy of any interpretation of denoting terms he asks us to consider the sentence ‘The present king of France is bald’. That sentence is certainly meaningful and seems to be making a claim and so he assumes that it should be either true or false. By the law of excluded middle, Russell says, either it or its negation should be true. But if, as he says, we make a pile of all the bald things, and again of all the non-bald things, we will not find ‘the present King of France’ in either pile, and this is a puzzle. Russell claims that his method of interpreting denoting phrases removes this difficulty. If the offending sentence is paraphrased according to Russell’s theory it becomes: ‘There is a unique entity which is now King of France and is bald’. There is no difficulty in determining the truth or falsity of this sentence since it makes an existential claim about the King of France which is simply false (and whether that entity is also bald or not is quite irrelevant). By reinterpreting the problematic sentence as he does Russell allows the sentence to be made amenable to the standardly accepted logical rules, and, as a consequence, shows what sort of logical role such sentences are able to play in arguments in which the sentence occurs. The new interpretation, in short, displays the logical capacities of the sentence, and the formal transcription of the new interpretation can equally be taken as making that display.

–.B. Sentence Form
The second characteristic is suggested by the claim that the reinterpretation applies regularly to all sentences which incorporate so-called ‘denoting phrases’. Russell is careful to define what these are at the very beginning of his discussion, though his actual definition is hardly careful, consisting merely of a suggestive list of phrases. They are, he says, phrases like ‘a man’, ‘the present King of France’, etc. Most importantly, he says that “a phrase is denoting solely in virtue of its form”. As a consequence we are entitled to claim that anyone who can successfully recognise the linguistic structure which flags a denoting phrase (and, again, it is seems that it is only grammatical structure which is significant) is able to recognise the situations in which the Russellian paraphrasing should be performed. And, given that that paraphrase will display the real logical capacities of the sentence, it follows that the logical capacities of the sentence inherent in that paraphrase are determinable entirely from the form of the sentence. 

5.2.2.3. Russell’s Introduction of the Concept of Logical Form
As mentioned above, the notion of logical form that was implicit in Russell’s discussion of denoting phrases was soon enough made explicit. Thus:

In every proposition and in every inference there is, besides the particular subject-matter concerned, a certain form, a way in which the constituents of the proposition or inference are put together. If I say, “Socrates is mortal,” “Jones is angry,” “the sun is hot,” there is something in common in these three cases, something indicated by the word “is.” What is in common is the form of the proposition, not an actual constituent.

In order to understand a sentence, it is necessary to have knowledge both of the constituents and of the particular instance of the form. It is in this way that a sentence conveys information, since it tells us that certain known objects are related according to a certain known form. Thus some kind of knowledge of logical forms, though with most people it is not explicit, is involved in all understanding of discourse. It is the business of philosophical logic to extract this knowledge from its concrete integuments, and to render it explicit and pure.

In all inference, form alone is essential: the particular subject-matter is irrelevant except as securing the truth of the premisses. This is one reason for the great importance of logical form. When I say “Socrates was a man, all men are mortal, therefore Socrates was mortal,” the connection of premisses and conclusion does not in any way depend upon its being Socrates and man and mortality that I am mentioning. The general form of the inference may be expressed in some such words as: “If a thing has a certain property, and whatever has this property has a certain other property, then the thing in question also has that other property.” Here no particular things or properties are mentioned: the proposition is absolutely general. All inferences, when stated fully, are instances of propositions having this kind of generality.

It is remarkable that Russell made so little effort to justify this novel philosophical concept. One can only assume that he considered it so intuitively obvious that there could be no difficulty associated with it. To a large extent this sanguine attitude seems to have been justified since the idea was taken up with little controversy. 

5.3. The Common Usage of the Concept of Logical Form
The second approach, which we recognised above, to an understanding of what is intended to be conveyed by a mention of logical form is through an investigation of that concept’s common usage. It isn’t possible or desirable to investigate the intricacies of every individual philosopher’s use of the concept from the beginning of the 20th century to today, but it may be possible to confirm our sense of the common understanding of this concept by seeing how it is actually used by a (hopefully) representative sample of working philosophers. Let it be noted that in what follows we will not be concerned to defend the arguments in which logical form is used, we are interested only in the conception of logical form which is implicit in the use to which it is put.

5.3.1. Davidson on Action Sentences
For our first example of the use of logical form we shall take Davidson’s discussion of a certain class of action sentences and his attempt to discover (or provide) a ‘logical form’ for them.

5.3.1.1. The Argument
Davidson
 asks us to consider statements in which the action of the verb is modified by prepositional phrases, such as, for example:

A.
Jones buttered the toast in the bathroom, with a knife, at midnight.

This statement implies some statements; such as, for example:

B.
Jones buttered the toast.

And may be implied by others; such as, for example:

C.
Jones buttered the toast in the bathroom, with a knife, at midnight, for his supper.

These implications and inferences seem to be regularly and obviously related to the forms of the statements, in just the same way as for other cases which we suppose to be explained by the logical form of the sentences involved. Davidson points out, however, that the standard logical analysis of A would invoke a 5-place predicate and for B would invoke a 2-place predicate; and by doing so the analysis would “obliterate the logical relation between these sentences” because “[t]he original sentences contain a common syntactic element (‘buttered’) which we intuitively recognise as relevant to the meaning relations of the sentences. But the proposed analyses show no such common element.”
 

Davidson gives the credit to Kenny
 for bringing this problem to our attention, but he finds Kenny's proposed solution to be unsatisfactory. He is similarly unconvinced by the solutions proposed by Chisholm, Reichenbach, Von Wright, and Scheffler. His own solution to this problem
 is to suppose that verbs refer to events; that one whose actions are described by a verb is participating in the corresponding event (in a special way), and that prepositional modifications of the actions of verbs can be modelled by predicating properties of the corresponding events. Davidson's new system is indeed able to account for the implications and inferences that were problematic for the other proposals. His formalisations of A, B, and C, for example are:

D.A.
(x)(Buttered (Jones, toast, x)  In (bathroom, x)  With (knife, x)  At (midnight, x))

D.B.
(x)(Buttered (Jones, toast, x))

D.C.
(x)(Buttered (Jones, toast, x)  In (bathroom, x)  With (knife, x)  At (midnight, x)  

For (supper, x))

And it is clear that in the standard 1st-order predicate logic D.A implies D.B and D.C implies D.A, which is just what is required.

5.3.1.2. The Conception of Logical Form Implicit in the Argument
In the first paragraphs of his article Davidson defines his purpose:

The present Essay is devoted to trying to get the logical form of simple sentences about actions straight. I would like to give an account of the logical or grammatical role of the parts or words of such sentences that is consistent with the entailment relations between such sentences and with what is known of the role of those same parts or words in other (non-action) sentences. I take this enterprise to be the same as showing how the meanings of action sentences depend upon their structure.

In this statement, and in other less direct statements in the article, as well as in the arguments that are employed, we have evidence of the conception of logical form with which Davidson is operating. This conception, we can see, has two principal aspects.

–.A. Logical Role
In the first place he claims to be interested in the 'logical or grammatical role' of the parts of those sentences and this notion of a role is to be understood as related to the 'entailment relations' of such sentences. Moreover, the role of any part of such a sentence must be 'consistent' with the logical or grammatical role of that part in other types of sentence. We may most naturally take this combination of considerations to mean that the entailment relations of action sentences are the consequences of, or are to be explained by, parts playing their logical or grammatical roles, and that the entailment relations of other types of sentence in which these parts occur are the consequence of, or are to be explained by, their playing identical or relevantly similar logical and grammatical roles.

In fact, in the clarification which follows the quote just given, Davidson speaks of the ‘logical role’ of the parts of sentences without reference to their grammatical role, and so we can assume that the logical role may be considered as to some extent distinct from its grammatical role. And since he makes the claim that he is interested in the logical role of these parts of sentences in the context of a clarification of the roles which he has claimed to be related to the entailment relations of the relevant sentences, we can assume that he intends us to understand that these entailment relations are the consequences of, or are to be explained by, those parts playing their logical roles as distinct from their grammatical roles. (From such a point of view it perhaps makes sense to think of the class of entailment relations of a sentence that are consequences of, or are to be explained by, the parts of the sentence playing their logical roles as defining the logical role of the sentence.)

The investigation of such logical roles he declares to be his intention, and its pursuit is apparently to be considered practically equivalent to an investigation of the logical form of action sentences; but if this is a correct interpretation then what is Davidson’s interest in the grammatical role of the parts of sentences?

–.B. Sentence Form
This interest refers to the second aspect of Davidson's conception of logical form. We recall that he takes the enterprise of discovering the proper logical form of action sentences to consist in accounting for the logical and grammatical roles of the parts of action sentences which is “the same as showing how the meanings of action sentences depend on their structure.” He makes a point then of disclaiming an interest in what it is that accounts for the difference in meaning of ‘Joe believes that there is life on Mars’ and ‘Joe knows that there is life on Earth’ on the grounds that this difference is not due to logical form as he conceives it, but to the meanings of the words ‘believes’ and ‘knows’. He says too that:

[O]ur interest is in giving a coherent and constructive account of meaning: we must uncover enough structure to make it possible to state, for an arbitrary sentence, how its meaning depends on that structure, and we must not attribute more structure than such a theory of meaning can accommodate.

It seems from this that we may gather that the logical form of a sentence is the part of the meaning of a sentence that is a function of the linguistic structure of the sentence – so far as this can be distinguished from the part of the meaning of a sentence that is a function of the semantic values of the parts of the sentence.

5.3.2. Sainsbury on the Project of Formalization
For our second example of the common usage of the concept of logical form we shall look at the use made of it by Sainsbury in a very useful book of his on philosophical logic.

5.3.2.1. The Argument
Sainsbury’s approach is presumably inspired by the view of philosophical logic proclaimed by Russell in a passage that he quotes on page one (and that we have already had occasion to notice):

It is the business of philosophical logic to extract this knowledge [of logical forms] from its concrete integuments, and to render it explicit and pure.

This project, says Sainsbury, is appropriately prosecuted through the attempt to discover the proper means of formalising natural language sentences. Consequently, his book is largely concerned with exploring the ways in which the standard 1st-order logics have been adapted to deal with the various relevant features of these sentences. We shall not be concerned with this survey of the problems and possibilities of formalisations, but will instead look at the justification that he gives for adopting this approach.

Sainsbury makes the point that logicians are interested in the validity of arguments as they are presented to us through the medium of natural languages, but the arguments themselves are not to be identified with any part of natural language.
 Rather, he says, arguments are properly considered to be structured collections of propositions; that is to say, they are abstract objects of some sort. This may seem at first sight to defy the common usage of English, but we may save appearances here by agreeing that there is a conventional usage that has a misleading form. According to this hypothesized convention, when we say that a discourse is an argument we abbreviate a statement that a discourse conveys the propositions and structure of an argument to us. Now, the validity of an argument is dependent upon the logical properties of the propositions which constitute an argument, but, as Sainsbury says, “The sentences of natural languages like English do not adequately reflect the logical properties of the propositions they express.”
 In this gap between the sentences of natural language and the logical properties Sainsbury finds room for a conception of logical form:

A sentence’s logical form lays bare the logical features of the proposition which it expresses.

Sainsbury notes the traditional ambition of the mechanisation of argument evaluation, and uses this to motivate claims about the formalisation of arguments. A machine to evaluate arguments could only operate upon the syntax of the sentences by which the argument is expressed; and for such a machine to be even possible “every logically relevant feature of the propositions must be correlated with some property of the physical make-up of the sentences.”
 Sainsbury gives the obvious reasons why we should doubt that there is any such correlation to be found; that natural languages allow lexical and structural ambiguity so that physically identical sentences may signify quite different propositions, and that “expressions which look similar, at least to the naive eye, can contribute in very different ways to the meanings of the sentences in which they occur.”
 Formal languages, however, can be so designed as to eliminate those faults of natural languages and so are appropriate to achieving that traditional ambition. Therefore he says:

The idea is that these will supply the logical forms of sentences in natural languages. By translating a natural sentence into an artificial [formal] one, the hidden logical features of the proposition expressed will be brought to the surface.

5.3.2.2. The Conception of Logical Form Implicit in the Argument
In Sainsbury’s view then, the logical form of a sentence displays the logical properties of the proposition expressed by it, and the logical properties of that proposition determine the validity or otherwise of arguments in which it occurs; but we are not quite sure yet what is intended by ‘logical properties’ in this statement. It will be necessary to clarify this if we are to have a reasonable idea of the conception of logical form with which Sainsbury is operating.

–.A. Logical Role
Consider first the notion of validity which Sainsbury takes to be relevant to this discussion. It is, he says, the notion of a property that distinguishes some arguments from others, and he develops a preliminary description of this property in terms of the essential fact that “it logically guarantees the preservation of truth. If you start with truth and argue validly then you are bound to end up with truth.”
 Considerations such as these indicate that the logical properties of the propositions of an argument are those properties which explain the role which the proposition plays in the drawing of inferences from premisses and that this explanation is in terms of how they contribute to the explanation of truth preservation in arguments as presented in natural language.

–.B. Sentence Form
Definitions and descriptions of validity of the sort mentioned do not, however, suffice to describe a notion that is especially relevant to logic. The relevant notion, says Sainsbury, is a type of validity deserving the name ‘formal validity’, for an argument is valid in this sense only if it is “valid in virtue of its form or pattern.” This sense of validity is related, of course, to the intuition we have that some arguments just look very similar somehow, and that their value seems to be dependent upon this appearance. (Sainsbury
 gives standard examples of such apparent patterns which we need not repeat here.) We might then attempt to define validity for argument forms, but such a definition would have to appeal to some unexplained way of distinguishing argument forms from arguments which is able to distinguish just the sorts of argument forms that we intuitively want to say play a role in ‘logically’ guaranteeing truth preservation in arguments. Such a distinction, Sainsbury holds, would amount to a non-question-begging definition of the logical constants, but he is unwilling to endorse any of the definitions proposed so far.

The definition of the logical constants is, happily, not essential to the understanding of Sainsbury’s conception of logical form. It is enough at this point to accept that his development of the notion of formality makes the logical properties of propositions the sorts of properties which are reflected to some extent at least in structural regularities of the sentences of natural language by which those propositions are expressed. This is recognised more explicitly when he discusses theses concerning logical form which might make traditional claims about the logical forms of sentences more credible: claims such as that the sentence ‘all men are mortal’ is really a quantified conditional. Of those he canvasses his preferred thesis holds that:

The logical form of a sentence of a natural language gives a perspicuous and systematic representation of its truth conditions.

Where ‘perspicuity’ is defined as coincidence of semantic and syntactic categories and a ‘systematic representation’ is:

a representation within the perspective of a compositional semantics. On this view, a sentence’s logical form will contribute to an understanding of how the words in the sentence contribute systematically to the truth conditions of the whole.

In this context it is only fair to note that Sainsbury recognises that, while he has been using the phrase ‘logical form’ to refer to the actual formulae of the formal language, if we are to say that these logical forms display something hidden in the natural sentences then it is natural (and, in fact, in accord with tradition) to use that phrase to refer also to that which is hidden. In this sense ‘logical form’ signifies the “intrinsic logical and semantic properties of the sentence.”

5.3.3. Quine on Modality
For our third and final example we will consider Quine’s well known argument against a particular proposed method of formalising modal statements.

5.3.3.1. The Argument
Consider the following argument,
 which makes use of the principle of the substitutivity of identicals:

(15)
9 is necessarily greater than 7,


9 = the number of planets, so; 

(18)
The number of planets is necessarily greater than 7.

Unless we are to adopt some form of Aristotelian essentialism – in which some properties of an object that are taken to be constitutive of that object are said to be essential and all others are accidental – we will have to take this conclusion to be false, because we can conceive the possibility of the number of planets being not greater than 7. Quine takes such an essentialism to be obviously unacceptable.

Quine argues that the absurd conclusion follows in this argument for the same reason that absurd conclusions follow in arguments in which substitution of identities is attempted in quotational or intentional contexts such as, respectively, 

(4)
‘Cicero’ contains 6 letters.


Cicero = Tully. So;


‘Tully’ contains 6 letters.

(9)
Philip is unaware that Tully denounced Catiline.


Cicero = Tully. So;

(11)
Philip is unaware that Cicero denounced Catiline. 

In all those cases “[f]ailure of substitutivity reveals merely that the occurrence to be supplanted is not purely referential, that is, that the statement depends not only on the object but on the form of the name.”
 We are accustomed to describe the contexts of ‘Cicero’ in (4) and ‘Tully’ in (9) as referentially opaque. According to Quine the modal contexts are also best considered as referentially opaque.

Now, it is a characteristic of referentially opaque contexts that quantification into them is illegitimate. For the generally accepted forms of referential opacity noted above we can give examples derived by existential generalisation from the examples given.

First, from (4), we get:

(26)
(x)(‘x’ contains six letters) 

But ‘x’ is just the name of the 24th letter of the alphabet, and “the occurrence of the letter within the context of quotes is as irrelevant to the quantifier that precedes it as is the occurrence of the same letter in the context ‘six’.”

Then, from (9), we get:

(29)
(x)(Philip is unaware that x denounced Catiline)

But “[w]hat is this object, that denounced Catiline without Philip’s having become aware of the fact? Tully, that is, Cicero? But to suppose this would conflict with the fact that (11) is false.”
 

Just as it is accepted that quantification into those referentially opaque contexts is illegitimate, so Quine argues that quantification into modal contexts is absurd. Yet the standard forms of quantified modal logic assume that the logical form of some modal statements involves unrestricted quantification into all kinds of modal context. Thus it is supposed to make perfect sense to formalise a statement made as a sentence in natural language (NL) like ‘there is something that is necessarily F’, where ‘F’ names some property, as (x)Fx. In particular, according to standard forms of quantified modal logic, the logical form of (15) is (9 > 7), and its existential generalisation, which may be inferred from it, is (x)(x > 7), or

(30)
(x)(x is necessarily greater than 7)

corresponding to the case that ‘F’ names the property ‘is greater than 7’. In that case we are asked to accept as unproblematic the formula (30), which must be interpreted for consistency as formalising the statement made in the NL sentence ‘there is something which is necessarily greater than 7’. But: 

What is this number which according to (30) is necessarily greater than 7? According to (15) from which (30) is inferred, it was 9, that is, the number of planets’ but to suppose this would conflict with the fact that (18) is false. In a word, to be necessarily greater than 7 is not a trait of a number, but depends upon the manner of referring to the number.

Finally: 

The upshot of all these reflections is meant to be that the way to do quantified modal logic, if at all, is to accept Aristotelian essentialism. … And in conclusion I say … so much the worse for quantified modal logic. By implication, so much the worse for unquantified modal logic as well; for if we do not propose to quantify across the necessity operator, the use of that operator ceases to have any clear advantage over merely quoting a sentence and saying that it is analytic.

5.3.3.2. The Conception of Logical Form Implicit in the Argument
In this argument Quine is concerned to discredit a means of formalising sentences which involve the modalities in a logical system with an associated intended interpretation. Quine makes no explicit reference to the ‘logical form’ of these sentences but I will suppose that most people will agree that his project is an attempt to criticize a proposed logical form for them. If we allow this to be the case then an investigation of the arguments which Quine uses to criticize the proposed formalisation may provide insight into the conception of logical form with which he operates. 

–.A. Logical Role
Quine’s method of argument is a perfectly straightforward reductio. First, he presents the supposed representation of a modal sentence, then he presents the deductive consequences of that representation in some standard logical system, and then he indicates the range of natural language sentences which are represented – according to the same method of representation – by those conclusions. Where these latter sentences are objectionable he claims that we must accept that the suggested representation of modal sentences is faulty. This can only mean that the suggested representation and assumed logical system is to be judged according to whether it allows accurate calculation of the inferential relations of the sentence represented.

Such a suggested representation – if it satisfies that criterion – we might name ‘the logical form’ of the sentence, but in fairness to Quine we should note that he has little use for such claims of uniqueness. A logical form, if it is to be identified with some representation of a sentence in a formal language, is good or bad according to the type of logical calculation for which it is intended.
 Someone analyzing the argument ‘all men are mortal and John buttered the toast, therefore all men are mortal’ does not need to go beyond the representational resources of propositional calculus in order to be able to judge that the argument is a good one. The point here is just that as there are different types of calculation there is no reason to think that there is just one best representation.

–.B. Sentence Form
The formalisations of modal sentences which Quine is criticizing are presented by him in the form of standardised paraphrases of sentences with modal intent. Quine takes these paraphrases very seriously both as analytic tools and as indicators of the origination of the modal conception that he finds troublesome. For example:

The general idea of strict modalities is based on the putative notion of analyticity as follows: a statement of the form ‘Necessarily …’ is true if and only if the component statement which ‘necessarily’ governs is analytic, and a statement of the form ‘Possibly …’ is false if and only if the negation of the component statement which ‘possibly’ governs is analytic.

Now, Quine typically gives his examples in idiomatic/natural English, but the relation of those sentences to the paraphrase style just noted may be assumed to be much the same relation as that of the various ways in which negation sentences may be made in English to the standard paraphrase in terms of ‘it is not the case that …’. Just as in that case, the formalisation via a paraphrase indicates that the operative conception of logical form is such that the surface form of the sentences in question is relevant to their logical forms.

5.3.4. Comment on the Conception of Logical Form Implicit in Common Usage
It should be reasonably clear that there must be a great deal of commonality in the conceptions of logical form that have been detected at work in these examples of common usage. In each case we see the centrality to the conception of the logical form of a sentence of, first, a certain class of entailment relations into which a sentence may enter; and second, a certain class of grammatical structures. We can reasonably expect, therefore, that there is at least a fundamental conceptual core to these various (if they are various) conceptions.

5.4. Theoretical Explications of the Concept of Logical Form
When logical form had thus become a concept to which explicit appeal was made in the logical analysis of natural language arguments, it became necessary for philosophers who hoped to explain the nature of that analysis to provide some theoretical explication of the concept of logical form that was involved in it. The analysis of these theoretical treatments we recognised above as a third approach to gaining and understanding of the concept of logical form. A difficulty arises here, however, because most of these treatments are surprisingly cursory – often little more informative than the dictionary definitions which were sampled above – presumably reflecting the widespread perception that the significance and application of this concept is just intuitively obvious. There are, nevertheless, a small number of more extensive treatments, of which we shall now consider three. 

5.4.1. Strawson
We take as the first such treatment a section of Strawson’s 1952 book on logical theory.
 Strawson considers that formal logicians are interested in a class of analogies between inferences that are not dependent upon the specific topics treated by the statements in which the inferences are expressed. The logician is able to describe these inferences in general terms by means of statements about the statements that express the inferences. For example, the logician claims that a hypothetical statement to the effect that everything which is of one sort is also of a second sort, conjoined with a negative statement that a certain thing is not of the second sort, entails the negative statement that that thing is not of the first sort. The analogies in question are recognised by the logician in the verbal resemblances between those statements, and thus there is the suggestion that the logician can describe those inferences in terms of the verbal forms which statements must display. But this can’t be quite right, because, amongst many other objections, there are cases where we are sure that a statement is of a particular logical kind, such as hypothetical, general, or negative, even when it does not have the specified verbal form for such a statement. Nevertheless, the descriptions of inference types, as in the example given, strongly suggest the formal nature of the phenomena, and therefore logicians find it convenient to refer to a so-called ‘logical form’ for the statements involved in those inferences which is allowed to be different from the verbal form. In this manner of speaking it is now the logical form of a statement that is described by the label ‘hypothetical’, ‘conjunctive’, etc.

5.4.1.1. Logical Role

Strawson clarifies the notion of logical form in terms of a transfer of the idea of logical analogy from the inferences that belong to the general classes of inference of interest to logicians to the statements making up those inferences. He preliminarily defines the formal powers of a statement as the range of parts it could play in inferences (etc.) belonging to those classes, and then he says: 

In so far as two different statements may play similar parts in inferences (&c.) of the same general class, we may speak of an analogy between their formal powers. … We say that two statements are of the same logical form when we are interested in an analogy between their formal powers.

Thus it is clear that in this view, logical form is simply a way of describing what is known about the ways in which statements can participate in the general class of inferences which are of interest to logicians. It has to be emphasized, however, that it is not the case that the possession by statements of particular logical forms explains the fact that the statements have certain formal powers. On the contrary, as Strawson says, “their possession of a certain form is their possession of those powers.”

5.4.1.2. Sentence Form

It is explicit in Strawson’s account that the logical forms of statements are recognised in the first place through the verbal resemblances in the statements which we come to judge exemplify them. We have seen, however, that the logical forms cannot be simply identified with the verbal forms because the possession of a particular verbal form is not a necessary condition for having a particular logical form, and it is easy to show that it is not a sufficient condition either. 

The condition is not sufficient; for the words ‘It is and it is not’ may be held to exemplify the verbal pattern ‘p and not-p’ and yet may be used to give a perfectly consistent answer to a question (e.g., ‘Is it raining?’). The condition is not necessary; for many (if not most) inferences answering to the general description given in the second of the above logical principles
 do not exemplify the verbal pattern ‘all fs are g and x is an f  x is g’.
 

In fact, Strawson claims, we recognise that different expressions may have the same logical function in different circumstances. Therefore, when the logician comes to describe the logical form of a sentence he chooses to do so in terms of a particular verbal form that satisfies two criteria: 

first, that the verbal pattern should be one commonly exemplified by, e.g., entailments of the class he is concerned with; second, that the expressions occurring in that pattern should commonly have the logical use they have in those entailments. In selecting a standard verbal pattern to illustrate a given logical principle, a logician may be regarded as at the same time adopting a standard logical use for the expressions occurring in that verbal pattern.

Furthermore:

The selected framework is only representative of the class. And valid inferences which, with only minor verbal alterations and without change of sense, could be forced into the selected framework, are properly said to be formally analogous to those that already exhibit it.
 

5.4.2. Davidson
Reactions to his article on the logical form of action sentences (which we looked at above) convinced Davidson that an explanation of what he meant by logical form was required.
 His response provides us with our second example of a theoretical treatment. In particular Cargile
 had queried the meaningfulness of claims such as that the sentence ‘Whales are mammals’ is really a quantified sentence. How can we defend such a claim in the face of the clear facts of the grammatical form of the sentence? It is admitted, of course, that to rewrite that sentence as a quantified sentence – or some appropriate formula in a formal language – may allow us to “conveniently represent entailment relations”
 that we already hold to exist between the original sentence and other sentences, and that thus “inference is simplified and mechanized.”
 But what justifies us in saying that the surface grammatical form of that sentence is really present, hidden somewhere within the original sentence, as its ‘logical form’?

In response Davidson admits that the notion of there being a sentence in a formal language which is the logical form of some sentence cannot be quite correct, because the entailment relations of the formal sentence are determined by a deductive system – of which there are many, and there are many ways of mapping ordinary sentences to and from formal sentences: thus the logical form of a sentence can only be relative and not absolute. At best we could say that a formal sentence (relative to its theory and translation rules) is better as a logical form than other such sentences (relative to their etc.) because it more efficiently does the sorts of things that are required of such paraphrases. 
Now, according to this and several other mentions in passing, it might seem that Davidson accepts the view that ‘logical form’ refers to some sentence in a formal language into which a sentence is paraphrased. This, however, is probably not the case. In fact we shall see that in Davidson’s view, the entire purpose of providing a paraphrase of a sentence is to represent the truth conditions for that sentence, and talk of logical form must be understood in terms of the function of such paraphrases.

5.4.2.1. Logical Role

Davidson begins by arguing that we have reason to believe that the standard predicate logic with the “more or less standard techniques for paraphrasing many sentences of natural language” provides the best such paraphrases. The fundamental reason he gives is that the explanation which the standard logical system gives for the entailment relations between sentences in terms of the validity of its logical rules is more enlightening than the explanation that any other system provides. Referring to the example that we looked at in his original paper he says:

So now we have the beginnings of a new sort of answer to the question why one of our sentences entails the other: it depends on the fact that the word ‘buttered’ is playing a certain common role in both sentences. By saying exactly what the role is, and what the roles of the other significant features of the sentences are, we will have a deep explanation of why one sentence entails the other, an explanation that draws on a systematic account of how the meaning of each sentence is a function of its structure.
 

In short, we can have an explanation in terms of a theory of truth satisfying Tarski’s criteria. From such statements it is clear enough that his conception of logical form is related to the inferential roles and entailment relations of sentences: but not all inferences are strictly formal and not all entailment relations are strictly formal relations, so what justifies Davidson’s apparent belief that the conception of logical form which would justify this approach is in fact the same conception (or one sufficiently similar to it) that others use when they use the phrase?

We must assume that this is to be accounted for by his views on the nature of logical constants as revealed by any Tarskian Truth theory. Thus he claims elsewhere that:

[A]n account [of the logical form of a sentence] must lead us to see the semantic character of the sentence – its truth or falsity – as owed to how it is composed, by a finite number of applications of some of a finite number of devices that suffice for the language as a whole, out of elements drawn from a finite stock (the vocabulary) that suffices for the language as a whole …
 

and furthermore:

Any theory of truth that satisfies Tarski’s criteria must take account of all truth-affecting iterative devices in the language. In the familiar languages for which we know how to define truth the basic iterative devices are reducible to the sentential connectives, the apparatus of quantification, and the description operator if it is primitive.
 

This gives us “a deep explanation of why one sentence entails the other” if the inferences and entailments in which we are interested are the inferences and entailments that are mediated by those iterative elements of the theory. But these are just the elements which are most often associated with logical inference and entailment rather than other forms of them, and it is this category of inference and entailment to which logical form is generally supposed to be relevant. Therefore it is made plausible that the conception of logical form with which Davidson is operating is in this respect the same conception (or one sufficiently similar to it) that others use when they use the phrase.

5.4.2.2. Sentence Form

Of course, if Davidson derives his conception of logical form in this way from a Tarskian theory of truth for a language then this will be consistent with a conception of logical form that accepts the central role of sentence structure in its definition. That such a conception is intended by Davidson is suggested by his discussion of the relevance of certain terms in determining the truth conditions for a sentence. Thus:

By my lights, we have given the logical form of a sentence when we have given the truth-conditions of the sentence in the context of a theory that applies to the language as a whole. Such a theory must identify some finite stock of truth-relevant elements, and explicitly account for the truth-conditions of each sentence by how these elements feature in it; so to give the logical form of a sentence is to describe it as composed of the elements the theory isolates.
 

5.4.3. Lepore and Ludwig
In our third and last example of a theoretical explication of logical form, Lepore and Ludwig
 approach the problem of determining what is meant when people talk of the logical form of a sentence in a language from the perspective of a Davidsonian theory of meaning for that language.

[W]e will treat talk about the logical form of a sentence in a language L to be essentially about semantic form as revealed in a compositional meaning theory for L. We do not, however, treat logical form itself as a sentence, or anything else … Rather, we will take the relation of sameness of logical form as basic.
 

According to Davidson a Tarskian theory of Truth for a language is at the same time a compositional theory of meaning for that language. Such a truth theory for a language L is said to be ‘materially adequate’ (Tarski’s phrase) if it entails every instance of the so-called T-schema:

(T)
 is true in L iff p 

where  is replaced by a structural description of a sentence in L, and p is a sentence in a metalanguage synonymous with the sentence that  describes. Such instantiations of the T-schema are called T-sentences.

Of course, to say that the truth theory entails a T-sentence just means that the logic of the T-theory is sufficient that the T-sentence is a theorem of that logic; i.e. that there is a proof of that T-sentence from the axioms of the theory. Such a proof is called a canonical proof, and it turns out that this notion of a canonical proof is central to the treatment which Lepore and Ludwig wish to provide for logical form, for they do not claim that the logical form of a sentence is any sort of thing that can be identified in a sentence, but rather that it is a mere façon de parler, a way of referring to a relation between different sentences of possibly different languages. The fundamental claim that we can make concerning logical form is not an identification claim but a claim that two sentences have the same logical form. “Intuitively, we want to say that two sentences share logical form when the same canonical proof can be given for them”
. The detailed working out of this intuition need not concern us.

5.4.3.1. Logical Role

We are reassured that Lepore and Ludwig’s intentions are consistent with our very general notions of logical form by the fact that they acknowledge that the common conception of logical form for which they claim to be providing a clarification and a generalisation is inspired by the recognition and the schematic representation of common features in some good natural language arguments. And that:

This gives rise to a common characterization of the logical form of a sentence, namely, that structure of a sentence that determines from which sentences it can be validly deduced, and which sentences can be validly deduced from it and other premisses, where these sentences are in turn characterized in terms of their logical structures.
 

Now, it may be noted that Lepore and Ludwig do not explicitly distinguish logical relations from more general semantic relations in the development of their view of logical form. It is therefore not immediately clear that the conception of logical form that would justify their approach is, in fact, the same conception (or one sufficiently similar to it) that others use when they discuss logical form. 

We can suppose from their discussion of logical constants that they believe that the nature of truth theories of this kind is such that all the sorts of relations which one would describe as logical contribute to the relation which they define for logical form. In this discussion they propose that those terms be identified with the recursive syntactical structures on which the Tarskian Truth predicate is defined. In this, of course, they follow Davidson, whom they quote as claiming that:

The logical constants may be identified as those iterative features of the language that require a recursive clause in the characterization of truth or satisfaction.
 

Now, if the logical constants were the full extent of the structure which they took to properly characterize logic then it would follow that the canonical proofs on which sameness of logical form is supposed to depend would be proofs appealing to the inferential power of the logical terms. It would therefore become plausible that the possibility of there being truth theories such that the canonical proofs of two different sentences in two possibly different languages are relevantly similar could be taken to reveal an identity of logical form in those sentences in roughly the same range of cases that would be taken to be cases of identity of logical form by most others who would use the phrase.

This, however, is not the full extent of the structure that they take to be appropriate, for they do not accept that only the logical constants correspond to recursive clauses in a truth theory for a language. Lepore and Ludwig also accept some adjectival modifications as iterative structures of the language requiring recursive clauses in the semantics, so that inferences such as ‘Brutus is an honourable man, therefore Brutus is a man’ are to be included in the logical inferences. They thereby effectively extend the idea of logical constant to one that they call ‘logical structure’ or ‘logical syntax’.

5.4.3.2. Sentence Form

Lepore and Ludwig also acknowledge the role of verbal similarity in motivating the notion of logical form. They say:

The origin of interest in logical form lies in the recognition that many intuitively valid natural language arguments can be classified together on the basis of common features.
 

And it is in part this recognition of common features which commonly leads us to characterize logical form in terms of a certain ‘structure of a sentence’. Of course Lepore and Ludwig would reject any such characterization as they reject the notion that logical form is any sort of thing; but their conception of logical form is certainly consistent with a conception which supports such a characterization, for it is based upon a Tarskian Truth definition for a language and such definitions operate very specifically upon syntactic patterns of the language.

5.4.4. Comment on the Theoretical Explications of Logical Form
It should be reasonably clear that there must be a great deal of commonality in the conceptions of logical form that have motivated these theoretical explications. In each case they seek to provide an account of the centrality to the conception of the logical form of a sentence of, first, a certain class of entailment relations into which a sentence may enter; and second, a certain class of grammatical structures. We can reasonably surmise, therefore, that there is at least a fundamental conceptual core to these various (if they are various) conceptions.

5.5. Comparison of Logical Form and Logical Content
We shall now consider the nature of the relationship that exists between the concept of logical content as defined previously and the concept of logical form as it is understood in the modern philosophical literature. We recall that the definition of the logical content of a sentence claims two things: first, that the logical content is information in that sentence which is relevant to argument effectiveness; and second, that it is restricted to information encoded in the sentence by the fixed structure of the sentence. It is, of course, no coincidence that in the discussions above the evidence that bears on the possession by logical form of those two characteristics has been emphasized.

5.5.1. The Common Understanding
It happens that the examples selected are such that the relevant general characteristics of logical form are similar in each case. This may be due to our having made too narrow a selection from the entire range of possible examples, though I do not believe that this is the case, or it may indicate that there is a real core to the common conception of logical form. In either case it has the consequence that we may deal with the selected examples of common usage collectively.

Because a study of the conceptions of logical form implicit in usage is only able to determine the very general character of these conceptions it could not be expected that consideration of their possible equivalences to logical content should result in a decision of the matter. We are able to say, however, that the conceptions of the logical form of sentences with which these philosophers operated in their studies appear to be at least consistent with the conception we have proposed of logical content.

5.5.1.1. Logical Role

In each case a proposal for the logical form of a sentence is judged to be acceptable or unacceptable by consideration of the logical role which the sentence plays in arguments. To have a particular logical form is at least to be able to play a certain role in inference formation, or to be able to enter into certain entailment relations with other sentences. To know the logical form of a sentence is to be in a position to judge the acceptability or otherwise of inferences and entailments in which that sentence features. The consistency of this with the conception of logical content is clear.

5.5.1.2. Sentence Form

In each case also a relationship to sentence structure is acknowledged such that the logical properties inherent in a sentence are those properties related to inferences and entailments that are a function of the linguistic structure of the sentence. Once again, the consistency of this with the conception of logical content is clear.

5.5.2. The Theoretical Explication
5.5.2.1. Strawson
–.A. Logical Role
The case for the first characteristic is reasonably straightforward. In Strawson’s view of logical form, to say that a statement has a particular logical form is to say that the statement may participate in certain ways in the general class of inferences which are of interest to logicians. That class of inferences is, of course, determined by the intuitions of the formal logicians with respect to the linguistic forms in which the inferences are expressed and whether the inferences should be found persuasive by any who attend to them. As far as the second of these intuitions goes it is clear enough that this simply corresponds to the effectiveness of the arguments in which the inferences are expressed. Thus we can see that Strawson’s claim for logical form amounts to the claim that to say that a statement has a particular logical form is to say that the statement may participate in particular ways in effective arguments. To come to know a statement’s logical form is therefore to come to know the statement’s possible modes of participation in effective arguments and is therefore to be in possession of the information relevant to argument effectiveness in that statement. Since the converse is also true it is reasonable enough to consider logical form to simply be that information.

–.B. Sentence Form
The case of the second characteristic is more interesting. Strawson’s description of the relation of sentence form to logical form, though it is clearly based on the sorts of observations which would support the view that logical form was encoded in the fixed structure of a sentence, introduces modifications motivated by his awareness of phenomena which we have hitherto chosen not to consider in an explicit fashion. 

The development of this view we can imagine to have occurred in two stages. In the first stage, Strawson would have noted that we recognise that a statement has a particular logical form when we observe that it has a particular verbal form. That Strawson means something very like the fixed structure of a sentence when he talks about the verbal form of a statement in this way is clear from his comments on how the logician describes the logical form of a statement. That description is in terms of ‘verbal patterns’ and the expressions which occur in them, and any statement whose verbal form can be viewed as exemplifying that verbal pattern can be claimed to have the logical form which the pattern describes. Now, we can admit that what Strawson has in mind as the verbal form is fairly vague, but since it only needs to be some sort of linguistic form with some fixed terms – the ‘expressions’ referred to – we can reasonably say that it may be described as a fixed structure. And since, at this stage, Strawson’s view is that the logical form of a sentence can be determined from the verbal form we can equally reasonably say that his view is equivalent to the claim that the certifying information is encoded in the fixed structure.

The modification to this idea that results in Strawson’s stated view (see above) constitutes the second stage of the development of the idea of the relationship. This modified view is intended to account for his observation that possession of a particular verbal form is neither a necessary nor a sufficient condition for having a particular logical form. It is, then, a clear consequence of this modification that it can no longer be claimed that the logical form of a statement can be determined solely by the verbal pattern which it exemplifies; and if this is the case then it might seem to be a straightforward conclusion that we cannot claim that the logical form of a sentence is identical to the logical content, for the logical content is just the certifying information which is encoded in the fixed structure – i.e. the verbal pattern – and we might be inclined to assume that distinct fixed structures will necessarily encode distinct certifying information. (Note that it does not follow from our definitions that two sentences with the same logical form but different logical contents would necessarily contain different certifying information.) 

–.B.A. Non-sufficiency
Let us take first the claim of the non-sufficiency of verbal patterns for the determination of logical form for a statement. It is certainly true that even if the verbal form of a statement exemplifies the representative verbal pattern of a particular logical form we cannot on that evidence alone determine that the statement must have that logical form. Strawson gives some examples of this:

[E]xpressions selected as constants enjoy in ordinary speech a logical licence of which they are deprived when imprisoned in a logician’s rule; so the fact that two sentences verbally exemplify the same logical formula does not guarantee our willingness to say that statements made by their use are of the same form. Indeed, one and the same sentence (e.g., ‘The cat is a hunter’) might be used to make statements of different logical forms, viz., a statement about an individual cat and a generalization about cats.
 

[T]he same expression may have different logical uses; i.e., may, in different contexts, play different logical roles, possess different entailments, &c. Thus a statement made in words involving a repetition of ‘not’ may sometimes be logically equivalent to the corresponding affirmative statement (It’s not true that he cannot come); it may sometimes be merely a more emphatic negation (I’m not, not, coming with you’); and it may sometimes have a force different from either of these (e.g., ‘He cannot not come’ is equivalent neither to ‘He can come’ nor to ‘He cannot come’ but to ‘He must come’).
 

Of course, it is well understood that any analysis of the effects of language which attempts to restrict itself to the bare syntax of the language (as the analysis in terms of verbal patterns or fixed structures attempts to do) will find itself struggling to account for these sorts of phenomena. It is recognised that there is remarkable flexibility in language which makes it possible for the same resources to be used for several different purposes, and it is not at all unusual for linguistic elements to mean one thing in one context and something else in other contexts. In the particular case of an analysis of the effects of language in terms of logical content, a recognition of this fact would be a recognition that those linguistic elements convey different information depending on the context in which they occur, and since certifying information is a type of information it should come as no surprise that the linguistic elements that comprise the fixed structure may also convey different information depending on the context in which they occur. 

In the case of logical form, it is clear that all that is required in order that the verbal form of a statement being seen to exemplify the representative verbal pattern of a particular logical form should allow us to determine that the statement must have that logical form, is that we may assume that the verbal pattern is operating semantically in the same way that the pattern was operating in the expressions which provided the verbal template for the logical form. Only where that is not the case does the verbal pattern fail to have its standard significance of representing the logical form. Similarly for logical content, if the fixed structure of a statement is to be taken to encode the same certifying information on every occasion that it occurs then we must find some way to account for the inevitable possibility of syntactic ambiguity so that we may assume that the elements of the fixed structure always operate semantically in the same way.

The problem, such as it is, is therefore substantially the same for logical form and logical content. Strawson’s response to this problem is to claim that the logical use of a verbal pattern and its expressions are fixed by the selection of that pattern as the representative of some verbal form, so that in any ‘logical’ context there is no doubt about the required interpretation of those verbal forms. But this response is really rather vague and depends upon our being able to recognise when the context is to be classed as ‘logical’ and thus requires that the verbal pattern be interpreted in a particular way. How this faculty of recognition is to be explained is not further elaborated upon and we may simply have to accept that it is just part of our ability to understand language. In fact, it involves an appeal to our linguistic intuitions which is strictly analogous to the appeal to linguistic intuitions which enabled us to identify certain patterns in language use in arguments as suitable candidates for forming the fixed structure upon which the concept and definition of logical content depends.

–.B.B. Non-necessity
Let us now consider Strawson’s claim that we can attribute a logical form to a statement whose verbal form does not exemplify any of the representative verbal patterns. Recall that Strawson says that we describe a logical form in terms of a representative verbal pattern, but he also claims that for a statement to have a certain logical form is just for it to have certain formal powers, and he acknowledges that, because of the flexibility of natural language, we can imagine that any statement could have the formal powers proper to any logical form. Strawson is attempting to reconcile all these claims when he says that we can attribute to a statement a certain logical form if it can be paraphrased into a statement whose verbal form instantiates a verbal pattern which describes that logical form. 

This attempt is, of course, supererogatory, but it gives an idea of the kinds of statements which he is concerned should be attributed a logical form. They are, in fact, those which are linguistically rather similar to those which instantiate accepted representative patterns. Now, logical content was proposed as a hypothesis to explain the common features observed in the argument roles of specific classes of sentences and may or may not admit of an extension to other categories of sentence. If it does require such an extension it is not at all clear which of the various ways by which this could be achieved is to be preferred. By restricting our attention to such statements as Strawson apparently has in mind, we might be able to claim that the fixed structures of sentences in such statements are indeed sufficiently informative as to account for a part of their certifying information; or we might accept that the logical form of a sentence is that of a suitable paraphrase all of whose certifying information is encoded in its fixed structure. (In the latter case, we would probably have to introduce a distinction between original logical form and derived logical form.) 

Such a restriction of our interest would, however, be hard to justify on Strawson’s own terms. Taken to its extreme, Strawson’s claim seems to allow that under suitably bizarre circumstances of context the logical form of a statement using the sentence “Socrates is mortal” might have the same formal powers as in normal circumstances are possessed by a statement using the sentence “grass is green and snow is white”. For such sentences it is very doubtful that “minor verbal alterations” could turn one sentence into the other (and the context would doubtless also require adjustment) so that the logical forms could be equated in Strawson’s sense. But even if they could, do we really want to be able to claim that the certifying information in the sentence, being so heavily dependent upon its nonstandard context, was actually encoded in the fixed structure in either a primary or a secondary sense? We might prefer to retain the notion of logical form for a more restricted use rather than running the risk of making it useless or trivial through overextension of application.

5.5.2.2. Davidson
–.A. Logical Role
The case for the first characteristic is again reasonably straightforward; but to see that this is so we will first need to make a simple observation about the relationship between Davison’s view of validity and our concept of effectiveness. We note that Davidson says nothing to the contrary in the course of his theoretical explication of logical form, so we may assume that he shares the standard view of validity. Thus, for Davidson, to say that the inference from one set of sentences to another is a valid inference is to say that the truth of the inferred sentence is guaranteed by the truth of the others. We can see that there is a close relationship between this idea of validity and the idea of the effectiveness of the arguments in which the inferences are expressed. By the definitions we are using, if we can see that the truth of a conclusion is guaranteed by the truth of the premisses then that argument is effective, and, conversely, if we find an argument to be effective we would certainly claim that the truth of a conclusion is guaranteed by the truth of the premisses. 

Now, we have seen that Davidson regards the logical form of a sentence as a tool in the explanation of why some inferences are valid and others are not; therefore the logical form of a sentence, as Davidson imagines it, should explain how it is that the truth of the premisses can in some cases be taken to guarantee the truth of the conclusion, and to come to know a sentence’s logical form is therefore to be in possession of the information relevant to argument effectiveness in that sentence. Moreover, to be in possession of the information relevant to argument effectiveness in that sentence is to be able to make the determination that the truth of the premisses can in some cases be taken to guarantee the truth of the conclusion, and this is the ability that knowledge of the logical form is supposed to confer. It is, therefore, reasonable enough to consider logical form to simply be that information.

–.B. Sentence Form
The case for the second characteristic here is even more straightforward, since we have already noted in the description of Davidson’s explication of logical form that he accepts the central role of sentence structure in its definition. More precisely, he recognises that certain elements of the language are isolated as ‘truth-relevant’ and the truth-conditions of sentences are accounted for by the patterns of occurrence of these elements within them. The role that those language elements are envisaged to play with respect to validity is thus identical to the role that the fixed terms play with respect to effectiveness, and the patterns of occurrence of those elements is analogous to our ‘fixed structure’. 

5.5.2.3. Lepore and Ludwig
Since Lepore and Ludwig’s conception of logical form is largely derived from Davidson’s conception most of the observations we have just made concerning the comparability of Davidson’s logical form and our own logical content will apply equally to it. There are only two comments that are necessary:

1. We recognise that there is in Lepore and Ludwig’s conception a change of perspective from concern with logical form directly to concern with similarity of logical form, but this seems to make no very great difference to the comparability of the concepts. It is open to us too to be concerned with the similarity of the logical contents of sentences.

2. Lepore and Ludwig take a more inclusive view than Davidson of the sorts of linguistic structure which are relevant to logical form, but the structure they are prepared to include is still analogous to our ‘fixed structure’ (which was defined as the structure of a sentence in combination with its fixed terms).

5.6. Conclusion
What has been said so far is enough to justify the claim that what we mean by the term ‘logical content’ is sufficiently close to what other theorists in this area mean by the term ‘logical form’. Strawson’s use of the term, for example, seems to cover a convenient extension of the concept of logical content which allows some latitude to those who understand the language sufficiently that their linguistic intuitions can be trusted to make the appropriate paraphrases to bring sentences which would not otherwise display some particular fixed structure into the class of those which do.
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