
Chapter Four

Logical Content 

4.1. Introduction

We are currently investigating a proposal to naturalise logic which claims that our ideas of the properties of logic come from an analysis of those arguments which rely upon a particular recognisable intuition of certainty, the certifying intuition, for their persuasive force
. We have previously seen that, given a small number of reasonable assumptions, an intuition of this sort could lead to a system of evaluations of arguments with properties such that an analysis of the arguments of the sort indicated could plausibly lead to the notion of a proposition sequence calculus which has the metaphysical properties of necessity, objectivity, and normativity – which are usually supposed to be characteristics of logic. This allows us to defend the project against an objection that because no system of evaluations derived in the way described could possibly possess those properties, therefore it cannot account for our possession of a system of evaluations for which we believe those properties are characteristics. 

The next step would seem to be to determine whether any such analysis could actually result in the proposition sequence calculus that we recognise as logic. In what follows we suppose that an analysis as proposed would begin by attempting to isolate the elements of arguments which are relevant to the activation of the certifying intuition, and it is proposed that those elements are somehow to be discovered in a certain structural property of arguments which constitutes its logical content. We shall be concerned thereafter to determine what the characteristics of this hypothesized structural property must be if it is to fulfil the function for which it is proposed. 

We also need to make the preliminary observation that arguments occur as linguistic acts. As a consequence the certifying intuition, when it is activated by an argument (although it is closer to the truth to say that it acts on the propositions which the sentences express) may be experienced as an intuition that tells us that a sequence of sentences can be considered as the premisses and conclusion in an effective argument. Moreover, even if it is not experienced in quite this way there should be no ambiguity in describing it in those terms.

4.2. Hypothesizing Argument Structure

4.2.1. The Evidence of Two Intuitions
Let us suppose what seems historically to be the case; that as the first step in such an analysis we note that what seems to be a purely linguistic intuition combines with that certifying intuition to suggest that each sentence in a Natural Language (NL) has a structural property which determines a subset of the effective arguments in which a sentence can participate – whether singly or in combination with other sentences and acting upon their structural properties of the same kind. We can refer to this second intuition as a linguistic intuition since it appears to assert that for some sets of sentences which have the property of effectiveness we can find other sets of sentences that are linguistically similar in regular ways to that set which also have that same property. 

To illustrate the certifying intuition consider the argument which consists of the following sentences:

Arg.a. “All men are mortal.
  Socrates is a man. 

  Socrates is mortal.”

The competent
 English user finds this argument to be a good one. It appeals directly to an intuition of certainty, the experience of which is expressed by the claim that the premisses guarantee the conclusion (the certifying intuition). In terms of our earlier analysis of effective arguments we can see that Arg.a specifies the argument base: 

F.a:
< ‘All men are mortal’, 

   ‘Socrates is a man’, 

   ‘Socrates is mortal’ >

which we may here suppose to be an effective formation. And since this can be taken as the element constituting an effective explication we can say that Arg.a is an effective argument.

The same can easily be seen to be true of the following:

Arg.b. “Cain killed Abel.
  Abel is dead.”

Now, in Arg.a we recognise that there is a relationship of some kind between the sentences which allows certain terms from the same grammatical category to be substituted without regard for the actual meaning of those terms and without damaging the ability of the sentence set to activate the certifying intuition.

For example, by making the obvious substitutions in Arg.a we obtain:

Arg.c. “All birds are feathered.
  A swan is a bird.

  A swan is feathered.”

which is also an effective argument. But the same systematic substitutions made without regard for the meanings of the substituends do not seem to work in the argument Arg.b. 

For example, by making the same sorts of substitutions in Arg.b we obtain:

Arg.d. “Noah begat Japheth.
  Japheth is tall.”

which I think we can agree is not an effective argument. The substitution reveals that the effectiveness of the argument Arg.b was in some way dependent upon the meaning of the words that were substituted for. This was not the case for Arg.a (or Arg.c). But if it is not the meaning of those words which is important in the former case what else could it be? The natural suggestion is that it is the structures of the sentences – which is all that remains when meaning is disregarded – that explains the effectiveness of the argument. Or, more precisely, it is that structure taken together with the meanings of those terms which are always left fixed in these substitutions, for we recognise that certain terms are not amongst those which may be substituted for generally without damaging the ability of sentence sets to activate the certifying intuition. The structure and those terms are apparently associated in some way which is relevant to the effectiveness of the argument, but we do not need to make any assumptions as to the nature of the association at this point; it is enough merely to acknowledge its existence and effect.

Discussion of these matters will be made easier if we introduce some abbreviatory terminology followed by some examples:

D1. The terms that do not allow substitutions to preserve effective arguments according to our linguistic and certifying intuitions are the Fixed Terms of the language.

D2. The Fixed Structure of a particular sentence is the object that is constituted by the structure of the sentence in combination with its fixed terms.

This definition of fixed structure is intended to emphasize that it is to be considered as a single thing. And, in case a distinction should need to be drawn, we note the following:

D3. Fixed Structure Map:

a. The formal language that we may use to express the fixed structures of the sentences in a language we shall distinguish as the fixed structure map of the language.
b. The particular expression in the fixed structure map of the language that expresses the fixed structure of a sentence we shall call the fixed structure map of that sentence.
For example, the fixed structure of the first sentence of Arg.a could be expressed by the following fixed structure map of that sentence:

Arg.a.1-FM.1. 

All X are Y

Or, if more detail of the sentence structure is required, the fixed structure map could take the form:

Arg.a.1-FM.2. 


In both cases the relevant structure of the sentence is taken to be some derivation of its grammatical structure, but this is not to deny that a more accurate analysis might find that the linguistic intuition actually refers to some other form of linguistic structure. In both cases, too, the fixed structure is the abstract object which these fixed structure maps describe. In the fixed structure maps for the language X and Y are variable terms which are used to mark the places where the non-fixed terms are to be located, and in Arg.a.1-FM.2 the types of words which can be inserted in those places is indicated by the structure description. (Note that until we know precisely what part of the structure is relevant to the certifying intuition we obviously cannot properly determine the features of the fixed structure map that will be required to express it.)

4.2.2. The Fixed Terms
Given the observations above, a good deal may be supposed to depend upon the specification of the fixed terms. Just how much can be seen in the work of Bolzano
 who was, I think, the first to explore the possibilities of the various ‘logics’ which result from varying the class of terms which are left unsubstituted while other terms are replaced. Although the imprecision of the specification that we have adopted may be felt to be unsatisfactory, it would, nevertheless, be a mistake to insist at this point on adopting a more precise characterization using some alternative criterion. Any such alternative would require a justification that would, I think inevitably, introduce a theoretical element beyond our acceptance of the intuitions that constitute our fundamental data. At this stage, where we are concerned with establishing the existence of a phenomenon that might require a theory to explain it, we should adhere to a methodology that minimises theoretical commitments. Consequently we shall continue to take the class of fixed terms to be the class that is defined by the same intuitions which we use to determine that there is such a class to be defined in the first place.

Nevertheless, some things can be said about the members of the class of fixed terms which may reassure us that the intuitions are not hopelessly subjective (and arbitrary) but have some connection to an objective feature of the world: 

1. Fixed terms occur in all the non-trivial effective arguments which appear to lend themselves to this substitutional treatment; and

2. It appears that the fixed terms are the maximally topic-neutral terms
 in those arguments. By mentioning any of these terms there is absolutely no information on the topic of the argument and only the slightest clue as to the comments being made upon it. 

In case there is any confusion about what is being said here, I will be explicit that these are not independent facts about the fixed terms but necessary consequences of the way in which the arguments were compared and their common characteristics discovered. The significance of the observation is that it demonstrates that given the abstract nature of what we are looking for (i.e. common features in a range of effective arguments), and the crude methods available to us to discover it (i.e. mere certifying and linguistic intuitions), something, rather than nothing, has been found.

4.3. Hypothesizing Logical Content

4.3.1. Encoding Information
The supposition that effectiveness in some arguments in NL is a consequence of the fixed structure of the sentences involved also requires some further clarification. At first sight it would seem to be futile to try to form an explanation of effective argument just in terms of sentence ‘structure’ for there is little likelihood that sentence structure per se should have any effect at all upon the effectiveness or otherwise of arguments. Of course, since effectiveness is defined subjectively we cannot rule out the possibility entirely, but if we want to maintain that the effectiveness of an argument corresponds to something more than mere subjective acceptability then we shall require something more than mere structure to account for effectiveness. The difficulty otherwise is that whatever it is that we wish to say that effectiveness corresponds to – truth, for example – it is unlikely that our conception of it and the concept of structure will have any point of contact, and to form a satisfactory explanation we would need to introduce some mediating concept to connect them
. 

Well, whether or not the apparent explanatory gap just indicated is agreed to have the consequence which is claimed, it is in fact not necessary to understand the hypothesis to imply that the effectiveness of an argument is to be explained directly by reference to the fixed structures of the sentences. Instead we note that if we are able to determine whether or not the argument will be found to be effective simply from a knowledge of those fixed structures then we must be able to claim that the fixed structures in some sense contain the information that is required in order to account for that determination; and, moreover, that information is contained in the fixed structures in such a way that, under appropriate circumstances, it is accessible to us. We can say that this information is encoded as a way of suggesting the fact of it being both contained, but not necessarily obviously, and accessible, though not necessarily trivially; and in these terms then the hypothesis may be taken to be that argument effectiveness can be explained by reference to information encoded in the fixed structures. 

We should perhaps emphasize that there is no claim here that that encoded information is itself the cause of the effectiveness of an argument. The claim is only that the information in question is all that we need to know about the causes of the effectiveness in order to make the determination. An explanation of effectiveness in terms of this information may, in fact, properly be understood as being an abstraction and generalisation from an explanation of effectiveness in causal terms; and the point of talking at this level of generality is, of course, precisely that in this way we can avoid having to make claims about how the information is actually stored, accessed, used, etc. By the same token, nor should the claim be understood as denying that there may be other information contained in the fixed structure of a sentence, although it would suit our purpose best if a structure could be isolated which encoded only information which was relevant to argument effectiveness. Because we cannot assume this optimal situation we need to be able to refer to the information of interest. Thus: 

D4. We shall call information relevant to argument effectiveness Certifying Information.

On the strength of the discussion above we make the following definition:

D5. The Logical Content of a sentence of the language is the object that is constituted of the certifying information encoded by the fixed structure of the sentence. 

Note that this definition is intended to emphasize that logical content is to be considered as a single information object. The term itself is rather unsatisfactory, but is supposed to suggest the relatedness of the information object to our logical concerns. That relationship will be made clearer below. 

Finally, it is, perhaps, appropriate to make the following definition in anticipation of later discussions:

D6. A Logically Effective (l-effective) argument is an argument whose effectiveness is entirely explicable in terms of the logical contents of the sentences of which it is composed. 

4.3.2. Expressing Encoded Information
We have assumed that the certifying information can be encoded in the purely syntactic system of the fixed structure. It is therefore trivial to claim that the information can be expressed in purely syntactic terms; i.e. that it is possible to devise some sort of syntactic, or ‘structural’, specification which unambiguously expresses information relevant to argument effectiveness. Such an expression merely constitutes an alternative form of encoding the information that is more perspicuous than the original encoding. This motivates the following definition:

D7. Logical Map:

a. The formal system that we may use to express the logical contents of sentences in a language we shall distinguish as the logical map of the language.

b. The particular expression in the logical map of the language that expresses the logical content of a sentence we shall call the logical map of that sentence.

At the very least we could claim that the fixed structure map together with the rules by which the certifying information it contains is decoded and encoded could be described as a logical map, though it would probably not be very useful. In fact, if we consider what NL phenomena we are trying to treat, it is clear that the leading candidate for the logical map of a language would be some type of formal logical system. Such systems we know are expressly intended (or, at least, claimed) to formalise the facts about a particular class of arguments in NL which are relevant to their acceptability or otherwise; and the particular class of arguments in question consists of just those arguments which seem to be dependent upon the structures of their sentences and/or the occurrence of certain ‘logical’ terms therein. Those arguments are exactly the ones for which we hypothesized a fixed structure, and the facts relevant to their acceptability looks very like the logical content. A system in which those facts can be formalised is, then, plausibly one in which the logical content can be expressed. 

Supposing that this is the case, and choosing some form of Lower Predicate Calculus (LPC) as the formal logical system which will act as the logical map, then the logical content of the first sentence of Arg.a could be expressed by the following logical map of that sentence:

Arg.a.1-LM.1. 

(x)[A(x)  B(x)]

where A and B stand for predicates which in this case would be ‘is a man’ and ‘is mortal’. But other logical maps are possible. In the system developed by Fred Sommers
 the same sentence would be represented as:

Arg.a.1-LM.2. 

– A + B

where A and B stand for terms which in this case would be ‘man’ and ‘mortal’. In both cases, however, the logical content is the abstract object that these logical maps describe. Now, this abstract object, we recall, is constituted of the certifying information encoded in a sentence of the language by the fixed structure of the sentence; and if logical maps are to fulfil their function they must be able to express this information. The appropriate test for whether the logical map does this would seem to be twofold. 

T1. There must be a way to correlate fixed structures and logical maps such that we can be sure that only the information encoded in the fixed structure contributes to the information which is displayed in the logical map. 

T2. Given T1, the logical map must be such that it is possible to use just the logical map to determine whether or not an argument is (l-)effective, for if that is possible then it cannot be denied that the information relating to argument effectiveness is displayed in usable form by the logical map.

Let us put the problems of the first requirement to one side for the time being, assuming for what follows that it is satisfied, and consider how T2 is satisfied. In the logical maps above the information is expressed by means of the formal rules that are a part of both systems and that allow us to formally define relationships that exist between the expressions of the logical map and, by implication, to determine relevant relationships that exist between the fixed structures and therefore between expressions of the NL. The method by which these relationships are determined is, typically, the derivation of the conclusion from the premisses.

Consider, for example, the argument Arg.a. The LPC logical map of this argument would be something like:

Arg.a-LM.1.
(x)[A(x)  B(x)]

A(S)

B(S)

In this case the relevant (and trivial) deduction
 is:

Arg.a-LM.1.D.
1.  (x)[A(x)  B(x)]

Premiss 1

2.   A(S)



Premiss 2

3.   A(S)  B(S)


1, UI


4.   B(S)



2, 3, MP

Now, for the logical map to express the certifying information encoded by the fixed structure is for it to express the encoded information relevant to argument effectiveness. We note, however, that in our earlier treatment of arguments it was determined that the effectiveness of an argument is to be defined in terms of the effectiveness of the argument explication and that such an explication is the result of an interpretation which is a process that is beyond the resources of the sequence of fixed structures to which we are restricted. We cannot therefore claim that the process by which the logical map allows a determination of effectiveness necessarily corresponds particularly well with the process by which the NL sentences (and the argument in general) activates the certifying intuition. But, of course, it is not required to. It is quite sufficient that the logical map does, in fact, allow a determination of effectiveness.

On the other hand, the logical map LPC does seem to have an interesting relationship to the explications of arguments; for it seems that from a derivation in the logical map it is possible to specify an explication which if it had been specified by the argument would have been determined to be effective, and would have made the argument effective. Taking the argument Arg.a for example, the following sequence of sequences could be manufactured from the deduction Arg.a-LM.1.D by an obvious strictly formal process:

Arg.a-LM.1.D.Sq.

<

   < (x)[A(x)  B(x)],

Premiss 1

      A(S)  B(S) >,
 
UI

   < A(S)  B(S), 

      A(S),


Premiss 2

      B(S) >


MP


>

And from this sequence it is possible to derive the following effective explication of Arg.a – albeit not strictly formally. 

Arg.a-LM.1.D.X.

<

   < All men are mortal,

      If Socrates is a man then Socrates is mortal >, 

   < If Socrates is a man then Socrates is mortal, 

      Socrates is a man,

      Socrates is mortal >


>

Indeed, it seems to be true that all effective explications of c-effective arguments are derivable in the way described above from deductions in the logical map. Precisely what this signifies – if it is true – is not entirely clear, but it might be taken to support the claim that LPC does indeed accurately represent the informative objects involved in the process by which effectiveness is causally determined. If, by contrast, there was a logical map which was able to provide appropriate derivations for all l-effective arguments but from which one could not derive the full range of effective explications for those arguments then we might be inclined to say that it was inferior to LPC in that regard; but we might also be inclined to say that it was superior to LPC with regard to the parsimonious representation of the information that is really relevant to the determination of effectiveness. 

Finally, we should be aware that the precise form of the appropriate logical map must depend upon the nature of the certifying information encoded in the sentences of the language by the fixed structures of the sentences, and we do not, as yet, have a well developed idea of the nature of these objects. It is, moreover, entirely possible that we won’t be able to have any such thing until we have a better idea of what constitutes the objective fact that grounds the linguistic intuition. Nevertheless, I think it is clear that the following adequacy conditions must apply for the logical map of a language: 

Ad.1. The relationship of expression is onto the logical content. That is, for any logical content of a sentence there is a logical map which expresses that logical content.
Ad.2. The relationship of expression is one-to-one. That is, if the logical contents of two sentences are different then the logical maps that express them are also different.
4.3.3. An Illustrative Analogy between Logic and Genetics
To help us understand some of the distinctions which have been drawn above between Fixed Structures, Fixed Structure Maps, Logical Contents and Logical Maps it may be useful to make a brief digression to see how the same sorts of distinctions would apply in some other, more familiar, less purely conceptual, domain. For this purpose an analogy will be sketched between the domain of logic and the domain of genetics. 

4.3.3.1. The Data
We began this enquiry into logic with an observation that there were discernible patterns in our judgements that arguments were or were not good arguments. Some good arguments appeared to be members of classes of arguments which were defined by their linguistic properties; that is, for some arguments which we judged to be good there were other arguments which were linguistically similar in regular ways to that argument which also had that same property. We can make a similar sort of observation concerning the traits that are possessed by living creatures. We find that the occurrence of some of these traits in a creature appears to be strongly correlated with their occurrence in the kin of that creature; that is, for creatures with a particular trait there is a tendency for other creatures which are related to that creature by kinship in regular ways also to have that same trait. 

In the case of the discernment of patterns in arguments we admitted that the process of discernment was dependent upon an intuitive grasp of what constituted a good argument and upon an equally intuitive idea of what constituted a relevant similarity in the linguistic structure of arguments. This being the case we were bound to admit also that these intuitions, being, so far as we can tell, merely subjective judgements, might not accurately correspond to any objective reality. In just the same way we admit that in discerning the patterns of occurrence of traits in creatures we rely upon intuitive notions of the right sorts of classifications of phenomena to call traits, the types of relationships which are properly describable as kinship relations, and so on. And, of course, we consequently are forced to admit that the patterns that we discern may not be accurate representations of the objectively existing relationships that exist between the occurrences of traits.

4.3.3.2. The Data Object
As indicated above, we found we were able to describe the observations that we made regarding patterns in arguments in terms of the linguistic structure of the sentences involved and the occurrence of the so-called fixed terms. Believing that it was admissible to define an object that was constituted of just those parts which were required for an adequate description of our observations, we therefore defined the fixed structure of a sentence. 

In the genetic domain we found that we were able to describe the observations which we made regarding patterns in the occurrence of traits in terms of the kinship structure of the creatures involved and the traits themselves. Believing, as before, that it is admissible to define an object which is constituted of just those parts which are required for an adequate description of our observations we could therefore define something which we might call the Trait Structure of a member of a community. Thus the definition of a trait structure would describe it as something like the object which is constituted of the kinship structure incorporating a member of a community together with the traits which are considered to be transmissible through that structure.

4.3.3.3. The Data Descriptor
In the logical domain we defined a fixed structure map to be a way of describing the fixed structure. In the genetic domain we require something similar. We could therefore define a Trait Structure Map to be the formal language that we use to express the trait structures. And of course a particular expression in that formal language which expressed the trait structure of a member of a particular community would be the trait structure map of that creature. The sort of thing that could play that role would be something like:

TSM.1.

 

Here the relevant kinship structure of the community is taken to be the structure of relationships of direct biological descent between the members of the community. In the diagram above, as is usual with human genetics, males are represented by squares and females by circles. The filled shapes indicate possession of the trait of interest. The creature whose trait structure is being described is within the double lines. Note that the trait structure is actually the abstract object that this trait structure map expresses.

In the trait structure map above it can be discerned that the trait is only possessed by males, it occurs in a specific line of descent though it doesn’t occur in all males in that line, and it is a trait which can be transmitted by females in that line of descent who do not possess the trait. It is because we recognise that all this information is relevant to the possession or non-possession of a trait by a particular creature that the trait structure includes the structure of biological descent for that creature as well as the mere list of the creature’s traits.  

4.3.3.4. The Information Object
For the logical domain we hypothesized that the fact that some arguments were good was a consequence of the fixed structure of the sentences involved, but that this did not mean that we could form an explanation of the goodness of an argument just in terms of structure. We proposed instead to understand the hypothesis as being that the goodness of arguments might be explained by reference to information encoded in the fixed structures. Believing, again, that it was admissible to define an object that was constituted of just those parts that were required for an adequate explanation of the phenomena we therefore defined the logical content of a sentence. 

In the genetic domain we could similarly hypothesize that the occurrence of traits in a member of a community was a consequence of the trait structure of the creature. But, again, we would not be bound to consider that this meant that we could form an explanation of the occurrence of particular traits just in terms of structure. We could propose to understand that hypothesis as claiming that the occurrence of particular traits might be explained by reference to the information encoded in the trait structures. Believing, as before, that it is admissible to define an object which is constituted of just those parts which are required for an adequate explanation of the phenomena we could therefore define something which we might call the Genetic Content of a member of a community. Thus the definition of a genetic content would describe it as something like the object which is constituted of the information relevant to the occurrence of traits which is encoded in the trait structure of a member of a community.

4.3.3.5. The Information Descriptor
In the logical domain we defined a logical map to be a way of describing the logical content. In the genetic domain we require something similar. We could therefore define a Genetic Map to be the formal system that we use to express the genetic content
. And, of course, a particular expression in that formal system which expresses the genetic content of a particular creature would be the genetic map of that creature. The sort of thing that could serve that role would be something like:

GM.1.

{ Ci:{ Gi,j | j = 1, …, mi } | i = 1, …, n }

In which, in the standard genetic terminology, Ci represents the ith chromosome and Gi,j represents the jth gene associated with that chromosome
. Here the genes are supposed to be the informational equivalents of the traits in the trait structure, in much the same way that the logical constants of LPC are sometimes supposed to be the informational equivalents of the fixed terms in the fixed structure. 

We note that the genetic content of the creature as we understand it is the abstract object which this genetic map describes. The information relevant to trait-possession encoded by the trait structure of a creature is expressed in such a genetic map by the formal rules which are a part of the system and which allow us to formally define relationships which exist between expressions of the genetic map, and, by implication, to determine the relevant relationships which exist between creatures in a kinship community. To be a little more explicit, the rules of the system are such that they are able to describe, for example, the dominance or recessiveness or sex-linkedness or other characteristics of genes which are taken to be responsible for traits possessed by a creature and which can be determined from the trait structure.

It is finally worth remarking that if this analogy is taken seriously it indicates that the warning that was given earlier with regard to arguments – that the process by which the logical map allows a determination of effectiveness does not necessarily correspond particularly well with the process by which the NL sentences (and the argument in general) activate the certifying intuition – might have a version which applies to the occurrence of traits. In fact, it is clear that a version of the warning applying to informational descriptors in general is justified; perhaps something to the effect that the process by which the information descriptor allows a determination of expected observations does not necessarily correspond very closely to the causal process that produces the observational data. In the genetic case we know that this warning is well taken because through scientific enquiry we have found the actual physical causes underlying genetic phenomena, and we have found that they look quite different from our genetic map. The analogy, taken crudely, suggests that we might expect something similar to occur given a scientific study of logical phenomena.

4.4. Concerning the Characteristics of Logical Content

We hypothesize logical content as part of an explanation of argument features in NL. It may seem, however, that if it is to play the role for which it is hypothesized, logical content will be required to satisfy certain requirements beyond those which are explicitly or implicitly included in its definition. In what follows we shall consider a series of characteristics that might for that reason plausibly be proposed as requirements for logical content. We will note the specific considerations that might motivate the proposal, and we will enquire whether the characteristic is in fact required by those considerations. Where it is shown not to be required we shall establish the minimum requirements which the motivating considerations do actually justify. Furthermore we shall investigate, where the question is not trivial, whether that characteristic or some modification of it is actually a characteristic which necessarily attaches to any object which has the defined characteristics of the logical content. Note that wherever this is not the case the claim that the logical content possesses that characteristic makes a further hypothesis about the object.

4.4.1. Competence and Constructibility
Consider, to begin with, the observation that the information of which logical content is constituted is ex hypothesi available to any competent NL user. That this is so follows from the fact that if it were not the case then an argument in which logical content featured could not be judged effective and that argument would not then supply data for the description of effective arguments from which the characterization of logical content is derived. In fact in order to propose logical content as a means of explaining argument capacities in NL users we quite clearly have to assume that they are able to both recognise and generate these logical contents. Thus, in short, the observation motivates the requirements that:

R1. Each NL sentence has a fixed structure which encodes a logical content; and 
R2. The competent NL user is able to perform this coding operation in either direction.
Furthermore, if there are indefinitely many such logical contents by which effective arguments can be formed in a NL, it could not be mere enumeration of logical contents which underlies competence in recognising their import. Of course, the evidence that there are indefinitely many logical contents is basically that there are indefinitely many sentences which each encode a logical content; and this evidence is hardly convincing. It is quite conceivable that there are in fact only a (small) finite number of distinct logical contents and that the indefinitely many fixed structures are mapped many to one onto them. Nevertheless, we shall assume that the logical contents are, in fact, indefinitely numerous, since it seems the more general position. Taking a cue from theories of competence in NL itself we accept the following as being the simplest plausible hypotheses which might explain how argument competence is achieved:

H1. Logical contents are finitely constructible from a finite number of elements, and
H2. The competent user can both recognise and apply these constructions.
Note, however, that if it could be shown that some other hypotheses adequately explained how argument competence could be achieved we would have, on the grounds covered here, no reason to prefer these hypotheses to those alternatives.

4.4.2. Universality
A further requirement we might be inclined to make of logical content is that it be a sort of language universal. More specifically, we shall see that there are considerations in support of at least two claims forlogical content: firstly, that every language admits logical contents; and secondly, that logical contents are in a certain sense independent of language. These properties which might be proposed we shall refer to as, respectively, the ‘ubiquity’ and the ‘uniformity’ of logical contents.

4.4.2.1. Ubiquity
The assumption of ubiquity is motivated by the recollection that the hypothesis of a logical content was developed above in response to the observed regularities in arguments in the English language, and the recognition that the same observations could have been made (have been made, in fact) with regard to other languages – such as, for example, ancient Greek. We may then argue that if logical content is a reasonable hypothesis to explain the observed facts in English language arguments, and the same (or not significantly different) facts are observed for other languages, then it is difficult to see why logical content should not be hypothesized for those other languages too. In fact it is natural to suppose that every language does have such regularities and that the sentences of every language have a corresponding logical content. 

It is not clear that it is possible to be more definite than this. Consider how a sentence could lack a logical content. If we suppose that it is possible to determine a specification of fixed structure for the language being studied (a specification involving the linguistic structure of sentences in that language together with the fixed terms of the language as defined pragmatically by the observed argument patterns in that language), then we may hypothesizethe logical content of a sentence in the language to be an object constituted by the certifying information encoded in the fixed structure of the sentence. If no suchlogical content can be plausibly hypothesized in the language this must be because no appropriate fixed structure could be found. Let it be emphasized that it cannot be because the fixed structure which we discover does not encode certifying information, because fixed structure is defined by means of the analysis of regularities in argument forms and if it exists then per ipso facto effectiveness in some arguments in NL are apparently a consequence of the structures of sentences involved, together with the fixed terms. To claim that the fixed structure encodes certifying information is merely a more general way of stating that claim.

If in this case, then, we must assume that there is no fixed structure for the language which can be determined by the analysis of regularities in argument forms, then what this has to mean is that in that language there are no arguments whose effectiveness is preserved through the types of transformations by which the effectiveness of, say, Arg.a above was able to be preserved. The plausibility of this possibility depends on how plausible we find the hypothesis that all arguments in a language could be of the type of Arg.b above, and this would seem to be very difficult to believe. We would naturally be inclined to suppose, for example, that anything we can call a language is able, with its finite resources, to describe any reasonably simple, commonplace situation. In our naïve state, if this claim was contradicted by any claim at all we might make about our hypothesized logical content we would certainly be inclined to prefer the former, simply because it refers to much more fundamental features of our experience of language than the contradictory claims do. Then, since there are an arbitrarily large number of situations such as “the grass is green”, “the snow is white”, etc. an adequate language would have to be capable of describing the conjunctions and disjunctions and so on of any combination of them. The obvious way for a language to achieve this descriptive adequacy, and the way which is evident in all the languages we have experience of, is by means of a finite number of minimally topic-relevant methods for expressing conjunctions etc.; and for any such language it is possible to use these to begin specification for an appropriate hypothetical fixed structure for its sentences. 

Given the twin assumptions made above concerning the descriptive adequacy of languages and the methods by which this is achieved, we therefore find the assumption of ubiquity for logical content to be highly plausible. Again, however, note that it is an additional hypothesis and not a necessary characteristic of logical content as defined.

4.4.2.2. Uniformity
–.A. Motivation
The assumption of uniformity is motivated by the idea that arguments should not depend upon the language in which they are stated. This idea, combined with the assumption that logical content accounts for all the information relevant to the effectiveness of an argument, would naturally suggest that an explanation of the effectiveness of such an argument in terms of logical content would be the same no matter what language the argument was expressed in. Finally, the most obvious way for this identity of explanation to be achieved is for the corresponding parts of the argument expressed in distinct languages, the sentences in those languages, to encode the same logical contents. Thus we arrive at the claim that when a sentence S from language L1 is translated to t(S) in L2 then the logical content of S is identical to the logical content of t(S). 

If this claim were to be accepted it would, of course, follow that the logical content of an argument could always be expressed by the identical form of logical map. Thus if t(S) were the translation of S then the logical map of t(S) would be the same as the logical map of S. If this is the case for all S in any L1 and t(S) in any L2, it implies that an adequate logical map should be able to express logical content for any language.

–.B. Critique
–.B.A. Argument Analysis
The idea that the effectiveness of arguments should be independent of the language in which they are expressed is hardly controversial. In our previous analysis of arguments we found that their effectiveness was attributable to certain characteristics of the ‘base’ and ‘explication’ of the argument. Since both of these entities are constructions of propositions and the characteristics in question do not themselves refer to their linguistic origins, there is therefore no language dependence in the determination of effectiveness. It is appropriate to note at this point that the same analysis allows us to identify two arguments that are differently expressed by saying that they are the same if the base and explication that they determine are the same. Of course, in practical terms, that leaves us with the residual difficulty of just how we might determine that those propositional constructions are identical. This, however, is a problem that is not germane to our current interests. 

In that previous analysis we said that an argument was effective if the explication was such that its mere recognition was sufficient to cause the respondent to accept as a fact the existence of a truth‑guaranteeing relationship between the premisses and the conclusion. In the current analysis we have defined logical content to be the information relevant to effectiveness encoded in the fixed structure. Now, the information relevant to effectiveness, which, ex hypothesi, is available to the respondent to an argument, is, at least, the (externally derived) information which explains the ability of the respondent to recognise the truth-guaranteeing relationship which is required for effectiveness. This does not, however, immediately entail that that information is identical to the information supplied by the logical contents of the sentences in which an argument is expressed, because certifying information which is not encoded in the fixed structures of the sentences is excluded from the logical contents of the sentences (cf. Arg.b above). The only case in which we could draw that conclusion would be if the argument were such that its effectiveness was entirely explicable in terms of the logical contents of the sentences of which it was composed. Happily, however, arguments of that sort, which are what we have called the logically effective arguments, are exactly the class of arguments which motivated the definition of logical content in the first place (e.g. Arg.a). 

Now, from the considerations above we can conclude that if an argument is expressed in two languages, and if in both expressions the argument is l-effective, then the information supplied by the logical contents of the sentences in which the arguments are expressed is identical. Note, however, that it seems to be conceivable that an argument that is l-effective in one expression could be effective but not l-effective in a different expression. If that were the case then the certifying information would be differently distributed amongst the elements of the argument and the contributions due to the logical contents would be different. If we imagined, for example, that a language had a connective, ‘ronk’, which acted as an inclusive ‘or’ everywhere except between, say, nouns for wooden objects, then it is entirely possible that the information distinguishing the two contexts of use would not be contained in the fixed structure. In that case, an l-effective argument in a language without this peculiarity that made use of disjunction could be translated using ‘ronk’ and would not then be l-effective. Moreover, even if the argument expressions in the two languages were both l-effective, nothing that has been said so far allows us to claim that the certifying information which explains the effectiveness of the argument is distributed amongst the sentences of the argument expressions in the same way in both expressions. There may be very trivial reasons for this, as in, for example, an expression of an argument in English which has the single sentence “A and B and C” whereas an expression of the same argument in German has the two sentences “A und B” and “B und C”; or there may be more difficult cases, such as we could imagine arising in translating arguments from a language which has only an inclusive disjunctive connective into a language which has only an exclusive disjunctive connective. 

For these reasons it seems that the fact that the total certifying information, or even the total logical content, of an argument may be the same for the argument expressed in distinct NL cannot be used to justify the conclusion that the logical content of each sentence in the argument expression has the same logical content as the translation of that sentence.

–.B.B. Translation
The notion that logical content should be preserved through translation might also be defended on the grounds that the notion of translation itself requires it. The argument from this perspective appeals to the fact that we do generally accept that the translation of a sentence is to count as successful only if the range of discourses in which the translated sentence may participate is as near as possible to the range of discourses in which the original may participate, and only if the manner of this participation is as far as possible the same in both cases. This becomes an even more generally acceptable criterion of a good translation when we restrict the range of discourses in which we are interested to just the arguments. In that case the criterion would imply that given A = < S, A1, …, An >, the expression of an argument in a natural language L1, and t(A) = < t(S), t(A1), …, t(An) >, the corresponding sequence in a different language L2, then t(S) ‘plays the same role’ in t(A) as S does in A. And we also note that amongst the requirements for this to be the case we should have to include the condition that t(A) either expresses the same argument as A or is a bad translation. Moreover, these things are true for all the arguments in which S features, and, for that matter, for all the arguments in which A1, …, An feature. It would then seem to be a plausible claim that the proposed constraint on good translations restricts the possible translations of S so tightly that – notwithstanding quibbles about indeterminacy of translation, idiomatic forms, and so on – a good translation of S would necessarily be such that the same certifying information was conveyed by t(S) in L2 as by the original S in L1; and perhaps it is also then plausible that the same logical content exists in S and t(S).

One can see that the penultimate claim has a certain obvious plausibility. The fact that for any argument A = < S, A1, …, An > in L1 the good translation t(A) = < t(S), t(A1), …, t(An) > in L2 is the same argument allows us to conclude that the same certifying information is present in the sequence A as in the sequence t(A). Given that that certifying information is a combination of the certifying information supplied by each element of the sequence we could express this in the form of an equation as follows: 

C[S] + C[A1] + C[A2] + … + C[An] = C[t(S)] + C[t(A1)] + C[t(A2)] + … + C[t(An)]

I don’t intend to make any claims about the nature of the operation denoted by ‘+’ above; for convenience it may be read as “this information together with this information together with …”. The only reason for introducing this method of expression is to suggest that there is an analogy between the infinite set of arguments in a language and infinitely large systems of linear equations of arbitrary size. Although we cannot know whether there is a unique ‘solution’ to this system we can certainly see that there is one obvious solution which allows us to satisfy this equation in all cases. That solution of course is the case in which, for all S, C[S] = C[t(S)], and this is exactly the claim whose plausibility we are concerned to establish.

In any case, arguing this point might actually be unnecessary. If what we mean when we say that t(S) ‘plays the same role’ in t(A) as S does in A is precisely that the certifying information which t(S) provides is identical to the certifying information that S provides then the claim is automatically true for a good translation. On the other hand, even if we accept that certifying information is preserved by a good translation, the plausibility of the claim that logical content is similarly preserved is not at all obvious. On the face of it seems perfectly possible that the distribution of the certifying information between fixed structure and the linguistic remainder may vary between A and t(A), so that different certifying information is encoded in the fixed structure of the sentences in L1 which express the argument and the fixed structure of the corresponding sentences in L2., and thus that the logical content of the sentences in L1 is different from the logical content of their counterparts in L2
. 

A noteworthy consequence of this is that it seems that we can not assume that a good translation of an l-effective argument is necessarily also an l-effective argument. The reason that this is noteworthy is because if it were at least plausible that l-effectiveness was preserved by good translations then that would be enough to make it plausible that logical content is preserved in a good translation. This is because any S with a particular logical content can be made part of an l-effective argument and the good translation of that argument would, ex hypothesi, preserve the logical content of S. Therefore wherever S occurs the logical content would be preserved by its good translation.

–.C. Conclusions
We may, of course, have independent reasons to believe that such an equivalence does hold. For example, we may have an a priori belief that any good translation of a sentence will allow us to replace the elements in the translated sentence which correspond to the elements in the original sentence which are not included in the fixed structure; and that such replacement will yield the same results in the translated sentence as they would yield in the original sentence; and that the fixed structure of the translated sentence is therefore different from the fixed structure of the original only in ways that are irrelevant to the encoding of certifying information; and that, consequently, the logical content is identical in the original and the translated sentence; and so, finally, the translation of an l-effective argument is itself l-effective. We may equally, and more directly, simply have an a priori belief that logical content just has to be preserved in a good translation. 

An underlying assumption in all this discussion has been, of course, that a good translation in the sense specified is always possible; and if in any particular case the translation fails to satisfy the criteria then we can conclude that the translator must try harder, but we cannot conclude that no good translation is possible. Therefore, if we accept the plausibility of the final claim – that the same logical content exists in a sentence and its good translation – we will accept that there is a good translation that preserves logical content. We are not bound to accept, however, that such good translations do always exist, and if we accept that they do not then we have really no grounds for believing that logical content is preserved by translation, for why should we expect that logical content is preserved if the role that the sentence plays in arguments is not?

Our disappointment with this, and our suspicion of a claim that seems to imply that there are untranslatable sentences, may be mitigated by noting a distinction that was rather ignored in the discussion above. The criterion we originally proposed for the vague notion of a good translation of a sentence was that its function in discourse would be ‘as near as possible’ to the function of the original; but in most of what then followed we treated a good translation as one in which the functions were essentially identical. The distinction between a good translation and a ‘perfect’ translation, if kept in mind, would allow us to admit both that good translations are possible and that logical content is not necessarily perfectly preserved even in a good translation. On the other hand, if that same distinction is ignored, and if the assumption that good translations are possible is made together with the assumption that logical content is thereby preserved, then we run the risk of making the preservation of logical content a product of our ideology of translation. That is, it becomes something that we declare to be the case rather than something that we observe to be the case. The consequence of that is, of course, that we run the risk of systematically misunderstanding the structure and meanings of the languages we are translating between as we try to force them to fit patterns demanded by our theory.

None of this is to deny that uniformity in the sense canvassed – the preservation of logical content under translation – is possible but it does indicate that it does not seem to be a necessary consequence of our concept of logical content. It indicates also that making the assumption of uniformity may be a mistake that is not immediately obvious but which is nevertheless seriously misleading. If we had a theory about how the fixed structure actually encodes the information that is the logical content we might be able to decide whether or not making the assumption of uniformity was justified or not but, unfortunately, we have no such theory. In the light of this lack it will be as well to refrain from making that assumption.

4.4.3. Uniqueness
A consequence of taking the view that we have of the distinction between fixed structure and the information encoded by fixed structure (constituting logical content and expressed in the logical map) is that we can allow that the same information might be encoded by several different fixed structures. And, by the same token, different sentences of the NL that have different fixed structures are capable of playing exactly the same roles in arguments. We would like to be able to say, for example, that the sentences “grass is green and snow is white” and “snow is white and grass is green” have fixed structures which encode exactly the same certifying information, and that any argument whose effectiveness is attributable to its logical content and which uses one of these sentences is equally l-effective if the other sentence is used instead. 

Whether or not the converse is possible is, however, somewhat more difficult to determine. The claim in this case is that two different logical contents, that is, two different objects constituted of certifying information which is of the type that could be encoded in fixed structures, could find themselves encoded in the same fixed structure. The first difficulty in evaluating the possibility of this situation is to be clear on just what is being proposed here. We can at least note, to begin with, that we are not talking here about any of the following:

a. Simple ambiguity that results from doubts about the proper identification of a fixed structure such as in the sentence “They can fish.” In these cases once we distinguish the fixed structures the ambiguity disappears.

b. Distinct idioms of the system of notation which is used to show logical content, as in the use of LPC to map the sentence “All men are bipeds or some men are not bipeds” toA A or (x)[Mx  Bx]  (x)[Mx Bx]. Here (at least) one expression of logical content is appropriately seen as an abbreviation of its full form in the logical map. This is perhaps to be justified as expressing just the certifying information required to establish the effectiveness of a particular argument and suppressing the rest.

c. Distinct orthographies which are capable of expressing the same information – as in Polish versus ‘Principia Mathematica’ notation for PL. To make meaningful comparisons logical content must be considered within a single specific system of expression. (‘4’ and ‘IV’ both refer to the number four.)

d. Two wffs in the logical map which are distinct and yet express the same information. If the logical map turns out to be a form of traditional formal logic for example, we would not be alarmed to find that A B and B  A expressed the same certifying information. 

None of the above succeed in describing the assignment of distinct packets of certifying information to identical fixed structures – and, presumably possibly, to identical sentences. There do seem, however, to be two possible ways in which that situation might arise. 

4.4.3.1. Indeterminate Coding
The first possibility is that a single mechanism by which certifying information is encoded assigns distinct such packets to a single fixed structure. By the same token, of course, if the competent NL user were able to perform this coding operation in either direction then he would be justified in extracting all those distinct packets from the fixed structure. In that case the extracted information could be described as a set consisting of those distinct packets. Now, by our definition D4 we see that the claim that two packets of certifying information are distinct is a claim that they are distinct packets of information relevant to argument effectiveness. This means that they provide the information user, the respondent, with different resources by which she may perform the evaluation of an argument with respect to its effectiveness. By the nature of information these packets can be either consistent or not, meaning that an evaluation performed using one packet may or may not conflict – in some sense yet to be determined – with the evaluation performed using the other packet. 

Let us consider first the case where the two packets of information are consistent in this sense. In this case there seems to be no reason that the pair of them cannot be considered a single object constituting a single packet of information and, in this particular situation, a single logical content; and this must therefore be considered to be the logical content encoded by the fixed structure in question. 

Now consider the case where the packets are inconsistent; and let S be a sentence with multiple logical contents – l1 and l2, say. We must first note that to claim that S gives conflicting argument licences must mean more than just that there is at least one argument < S, A1, …, An > which is l-effective when the logical content contributed by S is l1, and yet < S, A1, …, An > is not l-effective when S contributes l2. A situation of this sort simply indicates that different information is required from the logical content of an argument in order to make it l-effective than is contained in l2. There seems to be no reason why this case could not also be subsumed as a case of consistent packets. A conflict requires that what one packet says about effectiveness must be incompatible with what the other packet says. This would be said to be the case if, for example, there existed l-effective arguments A1 = < S, A1, …, An, C > and A2 = < S, A1, …, An, C' > which differed in logical content only in the incorporation of l1 or l2 respectively as the contribution of S and for which it could be claimed that C and C' conflicted. 

On the face of it there doesn’t seem to be any reason why this should not be possible, in the sense that there doesn’t seem to be any reason why a system for encoding information may not encode information which could then be applied to yield results which might be said to conflict in some way. This is simply a consequence of the deliberate generality of the approach that we have adopted. On the other hand, it is more than plausible that if this was commonly the case, which is to say, if the fixed structure commonly supplied information which could be used to demonstrate the effectiveness of conflicting arguments, then the value of the information supplied by that form of partial linguistic structure would not have been perceived to exceed the value of other forms of information which also lead to conflicting results – such as rhetorical devices – and we would not have isolated it for study. 

In fact, it would seem to be possible to define a procedure by which we might attribute an informational content to a sentence and determine that there was a relationship between some of this information and some very restricted part of the linguistic structure of the sentence in such a way that the situation of licensing conflicting results simply could not be a common consequence. We may consider the following to be a model of what such a procedure might look like:

1. Form a hypothesis concerning a relationship between a part of the linguistic structure of a sentence and some of the informational content of the sentence that was relevant to argument effectiveness. 

2. Observe the results of applying this hypothesis. 

3. If we find that that hypothesis in application regularly results in conflicts of effectiveness, then form a new hypothesis by refining the discrimination of what counts as information to be associated with a linguistic substructure and, consequently and/or simultaneously, altering the possible associations with linguistic structure. 

4. Repeat this process until we discover a combination that is satisfactorily conflict free. 

It is reasonable to suppose that the hypothesis that we have adopted is the hypothesis that would have been the result of applying this process. We have already remarked above that if conflicts are observed we would have been forced to modify our hypothesis and, whether or not we have actually been forced to perform such a revision it is clear that we actually have arrived at a hypothesis of the type in question. We may note, incidentally, that we do not need to suppose that the only criterion that provokes a revision of the hypothesis is whether the existing hypothesis results in conflict or not; in fact we can be fairly sure that it is not. More directly to the point, we do not, in fact, observe such conflicts to be common, so no further revisionary steps are called for and we may take it that we have arrived at the minimally conflict productive hypothesis. 

As a consequence, the situation of indeterminate coding can be taken to allow the multiple content hypothesis, but the nature of the hypothesis formation procedure – whether as applied or merely as potentially applicable – indicates that multiple contents will not result in conflicting evaluations of effectiveness with significant frequency. Since only multiple contents which result in such conflicts cannot be considered as single information objects we conclude that in this situation we have good grounds to assume uniqueness of content. 

4.4.3.2. Alternative Coding
The second possibility is that there is more than one mechanism by which certifying information is encoded. In this case distinct packets may be assigned to a single fixed structure by different encoding mechanisms. Once again, of course, if the competent NL user is able to perform this coding operation in either direction then he would be justified in applying the decoding mechanism appropriate to any of the forms of encoding and extracting any single packet of the encoded information. Given that this is possible for each coding system, it is not at all clear how this situation can be distinguished from the case of indeterminate coding, for the several coding systems may simply be taken together as a single system involving a switch. The arguments in the preceding section can then be applied to the possibility of this reconstructed system. On the other hand, if the competent user is not necessarily able to perform all of the relevant coding operations then the situation is not essentially different from the case of distinct languages which accidentally have similar sounding sentences
; and this is a case of no consequence to us.

4.5. Logical Maps and the Study of Logical Content

We are aware that the function of logical maps is defined to be the expression of the logical content of NL sentences. In what follows it shall be argued that this function does not exhaust their utility; for it appears that in virtue of this function logical maps are able to play a role in the study of the hypothesized logical content which goes beyond the role of mere expression. However, it should be clear that taking the view that we do of the function of a logical map has consequences for what may be considered to be appropriate research programs to apply to the study of logical maps. We should particularly note that some of the concerns that are central to most current studies of logical systems are, at best, peripheral to the concerns of logical mapping. For example, there appears to be very little significance to the observation that the wff of a logical system which is supposed to express the argument properties of a sentence (and which is called the ‘logical form’ of that sentence
) appears quite dissimilar to the sentence itself. In particular, although we may admit that the famous ‘donkey sentences’ of Geach
 are interesting, we will hardly find them problematic.

In what follows we shall consider two ways in which logical maps may be able to contribute significantly to the study of logical content. First, however, it will be worth making a few preliminary remarks on the properties of logical maps.

4.5.1. Characteristics of Logical Maps
It was assumed above that the outstanding candidate for a logical map of a NL would be some type of formal logical system such as we are familiar with, and the type chosen for our examples was a form of LPC, though we noted that other types of formal logical system were presumably equally acceptable. However, because of the familiarity of such systems, and our example system in particular, we must be especially wary of making assumptions concerning the characteristics of logical maps which are true of our example system but are not necessarily warranted for logical maps in general. I find the following assumptions to be strongly suggested by the type of logical system we have been considering, and to be of particular interest as assumptions which may be unjustified.

4.5.1.1. Compositionality
On the grounds that we have assumed compositionality for logical content we might also assume it for logical maps. In so far as the first assumption is justified we may consider the second also to be justified. Certainly it seems the only plausible way in which a system of expression could be supposed to express the indefinite number of logical contents that might be constructed by the composition of other contents. We note that granted this assumption we will find it more than likely that there should be a correspondence between the elements of the compositional system of logical content and the compositional systems of the logical maps. We should bear in mind, however, that an argument for compositionality in logical maps based only on our inability to come up with any other way of expressing with acceptable simplicity the compositionality of logical content is fully consistent with the claim that there might well be a very much better system of expression which is not compositional but which we have simply not yet discovered. Unless we can show that the compositionality of the logical content necessarily implies the compositionality of its means of its expression we will always be limited to an argument in terms of mere likelihood. 

4.5.1.2. ‘Linearity’ and ‘Language-likeness’
A more interesting assumption is that a logical map is ‘linear’, where that term is here intended to describe a set of characteristics whose membership is vague but whose effect is at least such that under this assumption the logical map will present its elements singly, in a fixed order, just once, to the map reader. This assumption is certainly satisfied for all the logical systems that we have so far used as examples of logical maps. It should be clear, however, that linearity in this sense is quite irrelevant to the function required of a logical map. In fact, it is likely that linearity is assumed to be a characteristic simply because a logical map is only supposed to express a particular category of information which is encoded in a sentence of NL, and a sentence of NL is certainly linear, so the information that can be extracted from a sentence should be expressible linearly. In all likelihood, as this suggests, what has been identified as an assumption of linearity is just one consequence of an even more vague assumption, on the same grounds, that the logical map must be language-like. Again, it is not at all obvious that this is necessary for the map to do what it needs to do, but lacking the will to attempt any good characterization of ‘language-likeness’ it is difficult to say much more. We might note however, that the fact that the fixed structure of a sentence is expressed in a fixed structure map which is not, in our example, a linear or even a language-like expression should indicate that it is quite possible for such expressions to be the most perspicuous way of describing even ostensibly linear and certainly language-like phenomena. 

Of course, this is very far from being a novel claim. The idea that a nonlinear expression might be appropriate to a description of the semantic significance of a sentence has been accepted in much psychological theorizing, and there have been, in fact, quite a number of claims that the most appropriate method of expression for the semantic representation of a sentence is more in the nature of a picture than a linguistic description
. 

4.5.1.3. Proofs and Interpretations
Recall that one of the requirements which we set as a test for whether a logical map is able to express the logical content of sentences in NL was T2: that it be possible to use just the logical map to determine whether or not an argument is (l-)effective. In the logical maps which we have used as our examples we said that this determination was achieved by discovering whether or not we could derive the conclusion from the premisses using the formal rules which are a part of those maps. Although this method has certain interesting properties that we remarked upon which make it attractive, it is far from being the only conceivable method of instituting a division of the expressions of a logical map into two groups to correspond with the determination of (l-)effectiveness or ineffectiveness. Indeed, it is probably not even the most intuitively appealing such method.

The obvious alternative method is one in which the logical map includes an interpretation function that is intended to directly model the judgement of acceptability for sentences in NL. In this approach an interpretation function is defined which maps the expressions of a formal language into a set which consists of just two elements, one of which is to be understood as corresponding to the judgement of acceptability for the expressions which are mapped to it, and the other as corresponding to unacceptability. For logical systems we recognise this as being the motivation and the standard procedure for providing them with a formal semantics – especially if we also think that in this context the judgement of acceptability may reasonably be identified with the judgement of ‘Truth’.

To follow that standard procedure one typically proposes an interpretation of the expressions of a logical system, L, as an assignment of ‘truth-values’. In the case that L is the standard propositional calculus, PC, for example, this yields the familiar ‘truth-table’ semantics. The interpretation here simply consists of a function, v, which assigns truth-values to wff of L according to the following rules:

Let A be the set of propositional variables for L; ,  wff in L:

· v:A  {T, F},

· v( v ) = T if v() = T or v() = T, F otherwise,

· v(~) = T if v() = F, F otherwise.

We may then divide up the wff of L with respect to their images in {T, F}, thus: 

v verifies   v() = T and v falsifies  otherwise. 

But, of course, the set {T, F} is replaceable by any set with just two elements, because the only properties of  ‘Truth’ that are relevant to the calculation of the interpretation function are the properties common to any two element Boolean algebra. We may remark that it is therefore an essential feature of an interpretation that it works as a formal system – i.e. as a system which does not require further interpretation in order to function as a simulation of the evaluative procedure. We may also remark that proof theory and interpretation, from this point of view, may appropriately be treated as attempts to approach the study of the phenomenon of evaluation from two different directions; in each case bringing out different aspects of the behaviour under evaluation of NL statements
. In the specific context of semantics and truth-evaluations Etchemendy
 likens this to the use of various definitions of computability in mathematics. 

4.5.2. Modelling Theories of Logical Content
The point of view concerning the function of interpretations which was defended above should not be taken as necessarily precluding Lewis’ claim
 that ultimately ‘real’ semantics must relate language to the world. Indeed, it is pretty uncontroversial to observe that, in the mainstream of philosophy, assent to the statement “‘S’ is true”, for some sentence ‘S’, is understood as a claim that ‘S’ corresponds to the facts in the real world. That, after all, is the intent behind the Aristotelian formula: “To say of what is that it is not, or of what is not that it is, is false; while to say of what is that it is, or of what is not that it is not, is true.” This “‘real’ semantics” point of view is also the motivation
 for the model-theoretic semantics that is commonly applied to logical systems of greater complexity than the example given above. The semantics for that can, however, be seen as an especially trivial instance of the general type of model theoretical semantics. 
As an example of this we can take the interpretation by an arbitrary Boolean algebra B = <B, +, -> of the logical system, L, of the previous example
. In this interpretation the variables of L are mapped to the elements of B and the wff of L are translated into elements of B by composition using the following rules:

Let A be the set of propositional variables for L; ,  wff in L:

· v:A  B

· v(~) = - v()

· v( v ) = v() + v()

Two special elements are defined in B: 1 = a + -a and 0 = -1. We may then divide up the wff of L with respect to their images in B, thus: 

B verifies   v() = 1 and B falsifies  otherwise. 

In an interpretation such as this, with the rules as given, the pair <B, v> constitutes a model, M, of L.

As this example indicates, model-theoretic semantics is distinguished from the merely truth-table semantics of the previous example by the use of a function that supplies a ‘denotation’ for the elements of the syntactic structure. Moreover, the terminology of ‘verification’ and ‘falsification’ makes it clear that this definition is supposed to establish some sort of correlation between our truth-evaluations of sentences in NL and the assignment of elements of L to elements of the model M. Indeed, because of this denotation function there is a temptation to treat L as being ‘about’ M, but it is important to be clear that this is not the case. In an interpretation as given above this would mean that L was ‘about’ whatever Boolean algebra was being used for the interpretation. In this case it is obvious that this is not plausible because we know that L could be interpreted by any Boolean algebra whatsoever, and surely L can’t be ‘about’ every algebra at the same time. The model-theoretic interpretation of L by M should therefore strictly be seen as an analysis of relationships between the two formal structures L and M, not between L and any abstract object (such as ‘Reality’)
. 
With this caution in mind, however, we may nevertheless defend the claim that there is a way of understanding the role of a model-theoretic interpretation in a logical map in terms which go beyond its mere formal structure and more directly addresses the concerns expressed in Aristotle’s formula. This approach to the significance of models can most easily be seen in the standard model-theoretical semantics for LPC where the model is rather different from the algebraic interpretation of the examples just given. Consider, for example, the English sentence ‘All men are mortal’ whose logical content is represented by a logical map, L, which consists of the language of some sort of LPC together with a model-theoretic interpretation of that language. The logical map of that sentence may be taken to be, as mentioned earlier (Arg.a.1-LM.1), 

(x)[A(x)  B(x)]

A typical model, M = <M, v>, suited for the interpretation of this expression would be like the following (where, for clarity’s sake, even more details are omitted than in the previous examples): 

Let A, B be predicate symbols in L; (x), (x) wffs with free variable x in L: 

· M = {Adam, …, Zenon, agapanthus, …, zedoary, academic, …, zetetic}

· v (A) = {Adam, …, Zenon }

· v (B) = {Adam, …, Zenon, agapanthus, …, zedoary }

· v(  ) = 1 if v() = 0 or v() = 1, 0 otherwise.

· v(P(m)) = 1 if m (an element of M) is in v(P), 0 otherwise.

· v((x)[(x)]) = 1 if for all m in M v((m)) = 1, 0 otherwise.

M verifies   v() = 1 and M falsifies  otherwise. 

It is quite obvious that in such an interpretation the model is intended to be taken as a representation of some part of the real world. The interpretation of A is clearly supposed to represent the set of men, corresponding to the extension of the word ‘men’ in the NL sentence; that of B the set of mortal things, for the word ‘mortal’; both of which sets are subsets of M, the set of things in the world; and so on. In such a case it is very natural for us to propose a categorization of interpretations into those which ‘work’ and those which do not work depending upon whether or not the interpretation will verify or falsify an expression of L just when we would take the sentence in NL which that expression is supposed to represent to be true or false respectively (wherever our competence allows us to make the comparison). When an interpretation works in this sense it is a reasonable use of language to say that the logical map consisting of the combination of expressions in L and the interpretation, M = <M, v>, of those expressions is a way of accurately representing part of the world. Furthermore, when we define valid and invalid arguments in the standard way, as arguments for which the conclusion is verified in any interpretation in which the premisses are verified, then one reasonable way of thinking of a working interpretation of L is as a theory which explains why those valid arguments are good ones in terms of how the world is structured and how the language is related to the world. 

As a theory, an interpretation allows explanation, prediction and understanding of judgements of truth for sentences, or of the validity or effectiveness of arguments, which are described or represented by the formal language of the logical map. We can view this in more general terms as performing those functions for some phenomenal aspect of the world which has been formally represented; and we may compare this conception of the relation between a language of expression and an interpretation with the use of language and interpretation in scientific theory. We may illustrate this using the example of the genetic maps that were introduced above to provide a clarifying analogy to the hypothesis of logical content. In that presentation it was suggested that the genetic map expressed the genetic content by a set of rules which established relationships between expressions in the formal language and which thereby allowed us to “determine the relevant relationships which exist between creatures in a kinship community”; but we could equally have attempted to determine these relationships by means of an interpretation of the formal language which is to be understood as representing the relevant features of the physical basis of genetic systems by which the information carrying capacity of the language structure was to be explained. The naturalness of such an approach can be seen in the fact that it was suggested that the way to understand the suggested genetic map was as referring to chromosomes and genes as described in modern genetic theory as physically existing and physically instantiated entities. In an interpretation of this sort the representation of the theoretical basis becomes the formal structure corresponding to M in the model <M, v> and the relationships which exist between the expressions of the language of M are determined by – or perhaps constitute – the theory
. 

In such an interpretation, too, the function v maps the formal language of the information descriptor to M, and v is therefore the means by which an understanding of the phenomena represented by the descriptor is achieved in terms of the theory represented by the interpretative model. It is reasonable to believe that this understanding would be easier if v were simpler and harder if v were complex, and that understanding is to be desired. Obviously then, we can reasonably discriminate better from worse logical maps for any given model/theory by reference to the extent to which the maps do or do not lend themselves to simple v. To take an example from the particular field of logical maps with which we are concerned, something like this reasoning appears to be the justification for the use by Janet Fodor
 of logical maps which take the form of sketch pictures of logical relations. These pictorial representations are intended to correspond to mental structures whose properties explain our relevant evaluative behaviours, and this correspondence is taken to be much more naturally understood by using the pictorial representations than by using any language-like representation.

4.5.3. Determining Logical Content
Clearly if any such thing exists as the hypothesized logical content then it is well worth having access to it by some form of description such as the proposed logical map. In so far as logical content is identifiable with the traditional concept of logical form
 it is claimed that the formal systems of Traditional Formal Logic such as Propositional and Predicate Logic and their developments (abbreviated as TFL) provide just this, yet there is remarkably little explicit justification offered for their modellings of NL. In general, the relevance of the formal systems of those logics for dealing with questions regarding the logical content of sentences of NL is simply regarded as intuitively obvious. However, if we are going to appeal to the logical content of a sentence via the logical map of that sentence in cases where there is reasonable uncertainty as to which wff in the logical map best expresses the logical content of the sentence we will need some less subjective way of determining the appropriate correspondences. 

One way that we can imagine this sort of uncertainty arising (for any logical map) can be found in a general consideration of the ‘competence’ by which NL users interpret a NL sentence. Suppose that, as the current model claims, a sentence has a fixed structure that encodes a logical content that is expressed by a logical map, and every NL user is supposed to be competent to perform this coding and decoding. Then, since we have hypothesized logical content as an objective feature of NL which each sentence possesses, and since we know that the competence of NL speakers is never perfect, therefore we must assume that in some cases there will be disagreements as to the determination of logical content, and therefore of the appropriate logical map to express it. Moreover, given that sentences in NL can be of arbitrary length and complexity they may very easily exceed the practical competence of any NL user to interpret. If those sentences nevertheless contain objective and determinable information about the inferences which they license then it would seem that only a formal method of derivation – an algorithmic method which may be mechanically applied to any sentence – could circumvent the difficulties posed by NL users’ limited competence. 

This sort of limit to competence is, however, far from the most common source of anxiety concerning the appropriate matching of wff in TFL to sentences. Amongst many types of example much more liable to prompt this sort of worry
 one might instance the following rough example. Consider the simple sentence: 

KFB.
“The King of France is bald”

If we suppose that the logical map is a straightforward first order logic (with identity) then KFB would seem to have at least two plausible reductions in LPC, namely: 

(x) [ King of France(x) Bald(x) ]

(x) [ King of France(x)  Bald (x) ] 

But neither of these seem to be quite what the original sentence should suggest, and the consequences seem to be different for these two ways of looking at the sentence
. It appears then that a sentence (and, perhaps, either or both of the fixed structure of the sentence and the fixed structure map of the sentence too) may be ambiguous with respect to the logical map of the sentence when we assume that the logical map is some particular type of TFL and when we have no trustworthy method for deriving the logical map of a sentence. 

It is necessary to distinguish this claim from a claim that the fixed structure of a sentence is ambiguous with respect to the logical content of a sentence. In fact it is possible to doubt whether the latter claim is even coherent, for if the fixed structure of a sentence encodes the logical content of the sentence and every NL user is supposed to be competent to perform a decoding, then it would seem that there can be no such ambiguity for a competent user. (Note that individual incompetence would not suffice to produce systematic, unvarying, intersubjective ambiguity such as the example exhibits.) If the former claim, then, is correct and yet the logical map of a sentence is supposed to express the logical content of a sentence, we need to ask how the ambiguity can arise. There seem to me to be two outstanding possibilities. 

1. The derivation of the logical map is faulty

2. The assumed logical map is inappropriate

In the first case the logical map of a sentence does not accurately express the logical content of the sentence, with the result that the logical map of a sentence, as a wff in the formal system which is the logical map, can participate in formal deductions which do not correspond by the method of derivation being used to effective arguments in NL involving the sentence. (Or the converse: the logical map of a sentence does not give formal deductions where the sentence would expect them.) This situation can be suggested by saying that a sentence and its logical map are not inferential equivalents. In KFB, for example, the wffs actually imply more certifying information than the sentence possesses. The tendency to identify ambiguity in this case could be explained as an inability to identify the appropriate logical map of the sentence in the formal system which is the logical map and a vacillation between wffs which appear to approximate some but not all of the properties required of the logical map of the sentence. In this case the appropriate response is to attempt to discover a trustworthy method of derivation for the logical map. 

We should also note that in that first case the logical map itself is accepted to be an ‘appropriate’ system, meaning that it is able to convey the information relevant to effective arguments which the competent user is able to extract from the sentence, and the difficulty is merely in the identification of the correct wff in the logical map for the sentences in the NL. On the other hand, if, as the second case has it, the assumed logical map is actually inappropriate, then for an indeterminate number of sentences in arguments in the NL it will not be possible to find such a correct wff. In fact repeated difficulty in discovering correct logical maps of sentences may be taken as evidence that the logical map of the language is inappropriate. The obvious response to this is to attempt to find a more appropriate map. To take a case in point, the fact that such difficulties actually have arisen quite regularly in constructing standard LPC translations of our NL, and that these difficulties arise in such relatively simple sentences in NL as the sentences above, certainly suggests that LPC may not be the appropriate logical map for our NL. The varieties of sentence which have suggested the existence of ‘branching quantifiers’ are another example of the sorts of sentences which seem relatively straightforward and yet which resist simple analysis in LPC. 

4.6. Conclusion

In this chapter we have seen that an analysis of those arguments which rely upon a particular recognisable intuition of certainty, the certifying intuition, for their persuasive force could actually result in the proposition sequence calculus which we recognise as logic. 

We supposed that such an analysis would begin by attempting to isolate the elements of arguments which are relevant to the activation of the certifying intuition and it was proposed that those elements are somehow to be discovered in a certain structural property of arguments that constitutes its ‘logical content’. The logical content of a sentence was defined to be the object constituted of the certifying information encoded by the fixed structure of the sentence. A ‘logical map’ was then defined to be the means of expression for this information, and it was shown that the formal logical syntactical and semantical systems with which we are accustomed to identify logic were just the sorts of systems which could play the role of logical map for NL. 
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� See 2.1.2.


� Throughout ‘competence’ is to be understood as in the linguists’ ‘performance’/‘competence’ distinction.


� Bolzano (1837).


� Note that even the English copula is only “maximally topic-neutral”, or, equivalently, “minimally 


topic-relevant”; the grammatical form of ‘is’ tells us about person and number for the subject.


� Compare the explanation for the Moon’s orbit that it is due to the mass of the Earth. In this case ‘Mass’ and ‘Movement’ are concepts with no obvious connection and the explanation is formally unsatisfactory. Mention of the Earth’s gravitational force, on the other hand, together with an understanding of the theoretical role of Force in connecting the concepts of Mass and Movement, rescues the explanation.


� Sommers (1982) p. 181. This system he calls ‘TFL’ standing for ‘Traditional Formal Logic’ (referring to Scholastic traditions) or ‘Term Functor Logic’.


� The deductive system being applied is a standard one; to be found in, for example, Copi (1953) ch. 4.


� Geneticists mean something different when they talk about ‘genetic maps’.


� In fact, the standard notation for describing what is actually called the ‘genotype’ of the creature whose trait structure is given by TM.1 is X(t)Y where t is the recessive allele of a gene located on the X chromosome which is responsible for the trait in question. In general, chromosomes pair with another chromosome of the same type carrying the same genes, the lone exception being that in males the X chromosome is paired with the Y chromosome which does not carry those genes so that recessive alleles of a gene on the X chromosome are always expressed in males.


� The effectiveness of Arg.b, for example, shows that there is plenty of certifying information that is not encoded in the fixed structure.


� For example, ‘timeo danaos et dona ferentes’ is meaningful as Latin or Greek, though it means different things in each. I am indebted to the writers of ‘Yes, Minister’ for this example. 


� The relationship between logical content and ‘logical form’ as understood in the philosophical literature will be treated in some depth in a later section.


� Geach (1962). The puzzle about these sentences can be indicated briefly. 


For the sentence


(1)	“If Smith owns a donkey he beats it”


the obvious LPC(-ish) equivalent would seem to be


(a)	(x) [ Donkey(x)  Owns(Smith, x)  Beats(Smith, x) ]


But this seems to make “a donkey” a universally quantified phrase, which we don’t intend.


On the other hand, for the sentence


“If Smith owns a donkey he is rich”


the equivalence is either of the following:


	(b)	(x) [ Donkey(x)  Owns(Smith, x)  Rich(Smith) ]


(x) [ Donkey(x)  Owns(Smith, x) ]  Rich(Smith)


(c) has the existential quantification which we would prefer but cannot be used as a model for (1) because


of a scope deficiency.


� See, for example, Johnson-Laird (1983) and Fodor (1982) amongst many, many others.


� It is, perhaps, proper to note that an interpretation such as I am considering here is a function defined on a formal language which does not necessarily also have defined on it a proof procedure or rules of inference or anything similar. Where a logical map has rules of inference/proof as well as an interpretation/semantics it is only then proper to compare the predictions of the two independent systems of discrimination to obtain results such as ‘completeness’ and so on. Whether such results have much philosophical significance is quite another question.


� Etchemendy (1990), Introduction.


� Lewis (1972) p. 170.


� Tarski (1944) esp. p. 24 where satisfaction is defined in terms of real world objects.


� B is a set and ‘+’ and ‘-’ are names of binary and unary operations defined on it.


� Potts (1973) p. 241.


� It is of little consequence in this use of interpretations that the relationships between expressions in an explanatory theory are almost never purely formally determinable.


� Fodor (1982).


� Chapter 5 will deal with this at length.


� See the list in Sainsbury (1991) (pp. 291 f.) of ways in which the TFL formalizations of NL sentences appear to justify counterintuitive paraphrases of those sentences which would preserve their logical content.


� Note that although this is Russell’s famous example, we are not concerned here with his theory of descriptions nor, particularly, with questions about the uniqueness or existence of the King. Within the proposed logic we can certainly refine the two maps to include some reference to uniqueness as follows: 


(x) [ K(x) B(x) (y) [ K(y)  (y = x) ] ) ]


(x) [ K(x)  B(x) (y) [ K(y)  (y = x) ] ] 


but we are still able to be confused about which of the two versions should be preferred, and confused in exactly the same way as before.
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