Week One

Introduction to Propositional Calculus
 

 

The Language L0
L0, the language of propositional calculus
 

(a)    
propositional variables: p0, p1, p2, ...
ie. arbitrarily large number available.
in practice we generally use p, q, r, s, ...

(b)
logical constants:


()

negation


"not ... "

()

material implication
"if ... then ..." 

(&)

conjunction

"... and ..." 

(+, x)

disjunction

"... or ..."

()

material equivalence
"... if and only if ...", "... iff ..."
(c)    nonlogical symbols: (, ).
[Note that I will tend to use alternative symbols (in brackets) as part of the natural language in which I talk about the logical system. Thus: "We will see that both (p0  p1) & (p0  p1) are formulae."]

Syntax for L0
  

Strings of symbols that can unambiguously be read as meaning something.
 

We consider a subset of all possible strings of symbols from L0, the set of Well-Formed Formulae (wff) of L0, defined recursively as follows. 

(a)
Each propositional variable is a wff. In fact we call it an atomic formula
(b)
If  and  are wffs then so are (), (), (), (), ().
(c)
Only strings formed in this way are wffs.
 

eg.1.
(( p0  p1 )  (p0  ( p4 p5 )))


Good
eg.2.
(( p1p2 ) p4  p5 )


Bad
[Note that we will omit a lot of the parentheses without causing confusion.]

 

Semantics for L0
 

An assignment of truth values for L0 is an infinite sequence t = <t0, t1, ... >, say, where each of the ti are one of either T or F (or 1 or 0, or "true" or "false".)
 

Given an assignment of truth values, t, we can extend this to an evaluation function which assigns a unique truth value to each wff of L0, using the following definition:

(a)
Val (pi, t) = ti
(b)
Val (  , t) 
=
T if Val (, t) = T and Val (, t) = T
F otherwise
Val (  , t)
=
F if Val (, t) = F and Val (, t) = F 
T otherwise
 
Val (, t)
=
F if Val (, t) = T 
T otherwise
Val (  , t)
=
F if Val (, t) = T and Val (, t) = F 
T otherwise
Val (  , t)
=
T if Val (, t) = Val (, t) 
F otherwise
 

For any set of wff of L0, , and wff  we say that  semantically entails  and write  |=  just if:
for every assignment of values t such that for all    Val (, t) = T it is also the case that Val(, t) = T
 

We say that  is a tautology and write |=  just if:for every assignment of values t Val (, t) = T
 

A Proof Theory for L0
 

Notice first that the following are tautologies of L0 for any wffs  and :
 

(  )   (  )
(  )  (  )
(  )  ((  ) & (  ))
  ((  )   (  ))
 

so that given any wff,  say, of L0 we can convert it into an equivalent formula * containing only '' and '' as logical constants and Val (, t) = Val (*, t) for all assignments t.
 

Define the theory PS as follows:
 

Axiom Schema for PS
[PS1]
  (  )
[PS2]
(  (  ))  ((  )  (  ))
[PS3]
(  )  (  )

 

Substitution Instance
We say that a wff of L0 is a substitution instance of an axiom of PS iff there are wff , , and  of L0 such that the formula can be obtained by uniformly placing , , and  in one of the above formulae. 
 

Modus Ponens
Given wff  and  of L0 we say that  is a consequence of  and   by the rule modus ponens (MP)
 

Let be  a collection of wff of L0. A proof of  from  is a finite sequence of wffs: 1, 2, ..., n such that n is  and for each i, 1  i  n:

(i)
i is a substitution instance of an axiom of PS, or 
(ii)
i is a member of , or 
(iii)
there are j, k < i such that i is a consequence of j and k by MP.
 

We write  |_  for ' proves '.

If |_ , i.e. if  can be proved from the empty set, we say that  is a theorem of PS
 

An Example
 

Apply the proof theory to the following argument.

Suppose that for some positive integer n we have that:
either n is even or n is odd and 
if n is not the sum of two odds then n is not even
but suppose also that n is not the sum of two odds
then n is odd.
 

Let p0 = 'n is even'
Let p1 = 'n is odd'
Let p2 = 'n is the sum of two odds'
 

p0  p1


p0 p1

p2 p0

p2 p0

p2


p2


so  p1


p1

   
 

Proof Theory Approach
1.
p2

element of .
2.
p2 p0
"
3.
p0

1., 2., MP.
4.
p0 p1
element of .
5.
p1

3., 4., MP.
 

Semantic Approach
Create a truth table and note that in any assignment that makes the premisses () true,  is also true.
  

Soundness
 

Theorem
If |_  then |= 
Proof
1.
If   {PS1, PS2, PS3} then |= 
Check truth tables to show this.
2.
If |=  and |=    then |= 
Suppose  is false, then since  is true    must be false
But    is true.
Thus  is true.
 

